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Time-resolved temperature and density conditions in the core of shock-ignition implosions have

been determined for the first time. The diagnostic method relies on the observation, with a streaked

crystal spectrometer, of the signature of an Ar tracer added to the deuterium gas fill. The data anal-

ysis confirms the importance of the shell attenuation effect previously noted on time-integrated

spectroscopic measurements of thick-wall targets [R. Florido et al., Phys. Rev. E 83, 066408

(2011)]. This effect must be taken into account in order to obtain reliable results. The extracted

temperature and density time-histories are representative of the state of the core during the implo-

sion deceleration and burning phases. As a consequence of the ignitor shock launched by the sharp

intensity spike at the end of the laser pulse, observed average core electron temperature and mass

density reach T� 1100 eV and q� 2 g/cm3; then temperature drops to T� 920 eV while density

rises to q� 3.4 g/cm3 about the time of peak compression. Compared to 1D hydrodynamic simula-

tions, the experiment shows similar maximum temperatures and smaller densities. Simulations do

not reproduce all observations. Differences are noted in the heating dynamics driven by the ignitor

shock and the optical depth time-history of the compressed shell. Time-histories of core conditions

extracted from spectroscopy show that the implosion can be interpreted as a two-stage polytropic

process. Furthermore, an energy balance analysis of implosion core suggests an increase in total

energy greater than what 1D hydrodynamic simulations predict. This new methodology can be

implemented in other ICF experiments to look into implosion dynamics and help to understand the

underlying physics. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4898329]

I. INTRODUCTION

Present work reports on the time-resolved measure-

ments and energy balance inferred from spectroscopic diag-

nosis of implosion core in shock-ignition (SI) experiments

at OMEGA. SI1 is an alternative direct-drive approach

expected to achieve ignition using only a third of the driver

energy needed in the conventional hot spot scheme. It has

aroused considerable interest in the ICF community and

motivated studies for implementation at existing and

planned ICF facilities including OMEGA,2 NIF,3 LMJ,4

and HiPER.5 Theoretical models and numerical studies on

different aspects including target robustness, design and

scaling,6–13 spectroscopic modeling,14 electron transport,15

laser-plasma interaction,16 novel driving strategies,17,18 etc.

have been published over the last few years, thus establish-

ing SI as a very active research area. Nevertheless, only

few experimental studies have been reported. Initial SI

experiments performed at the OMEGA laser facility suc-

cessfully tested the concept,2 and performance improve-

ments were reported using a new configuration of the laser

driver.19 In parallel, the feasibility of space- and time-

integrated spectroscopy for a simultaneous diagnosis of

both core and shell conditions in Ar-doped SI implosions

was demonstrated, emphasizing the importance of the shell

attenuation effect for a correct interpretation and analysis

of the data.20 Also, experiments using planar target for

studying laser-plasma interaction and shock propagation

relevant to SI were conducted at LULI-LIL,16 LULI,21,22

Shenguang III prototype,23 and OMEGA.24 Recent reviews

of the concept principles and issues can be found in Refs.

25 and 26.

In ICF experiments, diagnosis of core plasma temperature

and density conditions is critical to assess the performance of

implosion hydrodynamics. X-ray spectroscopy has proved to

be a powerful technique to investigate different aspects of

laser-fusion experiments27 including target preheat due to fast

electrons by means of Ka emission spectroscopy,28,29 average

electron temperature and density in implosion cores of direct-

and indirect-drive implosions including Stark-broadened K-

and L-shell line emissions,30–38 spatial profiles of temperature

and density from the analysis of x-ray spectra and narrow-

band images,39–41 asymmetry measurements of plasma condi-

tions spatial profiles from pinhole space-resolved spectra,42

and the development of a polychromatic tomography method

for the extraction of the 3D spatial structure of implosion core

plasmas.43
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Here, we extend the application of x-ray spectroscopy to

ICF experiments by presenting the first time-resolved meas-

urements of core density and temperature in SI implosions.

The potential application of x-ray spectroscopy to SI was

motivated by modeling results,14 and subsequently applied

to the diagnosis of both core and compressed shell conditions

from the analysis of the space- and time-integrated Ar tracer

spectrum.20 This article builds on this previous work and

presents the analysis of time-resolved measurements. The

study permits to track the onset of an attenuation effect in

the compressed shell and its impact on the emergent intensity

distribution of the Ar K-shell lines. It will be shown that,

provided the attenuation effect is taken into account, mean-

ingful information can be unfolded from the data, making

possible the determination of temperature and density time-

histories representative of the state of the core during the

deceleration and burning phases.

This work is also in line with the report published by the

U. S. National Nuclear Security Administration44 at the end

of the National Ignition Campaign.45 The report emphasizes

the importance of research on alternative concepts to hot-
spot approach and the improvement of diagnostic techniques

for testing large-scale simulation’s prediction and a better

understanding of ICF physics. It is noted that the standard set

of diagnostics of integrated implosion experiments mainly

consists of time-integrated particle measurements that are

then compared with the corresponding global quantities from

simulations, which in turn depend on multiple physics mod-

els and phenomena. Comparisons between data and simula-

tions can show global discrepancies, but reasons of

discrepancies or the way to improve the models are difficult

to isolate. In this regard, the time-resolved analysis discussed

in this work provides new diagnostic information that allows

to track the core conditions during a critical stage of the

implosion.

From the quantities directly extracted from the analysis,

i.e., core temperature and density, and the assumption of an

equation-of-state, the pressure time-history can be deter-

mined. This opens up a window in the dynamics of SI implo-

sion cores. The thermodynamic characteristics of the core

compression were explored and it was found to be represen-

tative of a two-stage polytropic process. Furthermore, a

study of the core energy balance during the deceleration

phase was performed and we estimated the energy losses due

to thermal conduction and bremsstrahlung, and PdV-work

done by the ablator on the fuel, to then determine change in

total energy. These results are valuable for studying the per-

formance of ICF implosions. Although the analysis was

applied to SI implosions, we emphasize that the method is

approach independent and can be employed to study direct/

indirect-drive or polar-drive experiments.

This paper is organized as follows. Section II describes

the experimental setup and the recorded data. Section III

considers the 1D hydrodynamic simulation of the experi-

ment, and the time-correlation between time-resolved meas-

urements and simulation. Sec. IV introduces the physics

model employed in the analysis, and Sec. V discusses the

results of the time-resolved spectroscopic analysis and the

comparison with the simulation. Section VI presents a

thermodynamic interpretation of the deceleration and burn-

ing phases in terms of a polytropic process and an analysis of

the energy balance of the implosion core. Finally, conclu-

sions are presented in Sec. VII.

II. EXPERIMENT DETAILS

The experiments were performed at the OMEGA Laser

Facility46 using the 60-beam configuration for driving sym-

metric implosions. Targets consisted of spherical plastic

shells that had an internal radius of 394 lm, a wall thickness

of 40 lm, and an outer aluminum coating of 0.1 lm for seal-

ing purposes. They were filled with 20 atm of D2 and

0.072 atm of Ar, which was used as a tracer for spectroscopic

diagnosis of the core. Relaxation adiabat shaping47 laser

pulses of �18.6 kJ UV laser energy were used to drive the

implosions. The adiabat is an indicator of the entropy value

associated to a target trajectory in the pressure-density space.

Laser beams were smoothed with distributed phase

plates48,49 and polarization smoothing using birefringent

wedges.50–52 The pulse shape (Fig. 1) comprised of a 80 ps

FWHM Gaussian picket, which sets the adiabat of the implo-

sion, followed by a 1.5 ns long main drive with a sharp inten-

sity spike at the end to launch the ignitor shock wave. To

optimize the implosion performance, both the picket and the

spike must be properly timed, so that the ignitor shock meets

the outward moving shock caused by the reflection of the

main shock in the center, at the inner region of the dense

shell. This collision originates a new shock wave moving

inward that leads to further compression of the fuel and,

ideally, boosts it up to ignition. In these experiments, picket

and spike delays were set to �0 ns and �2.8 ns, respectively,

which were the optimal values found in SI spherical implo-

sions using plastic-shell targets filled with 25 atm of D2.2

The diagnostics fielded in these experiments included a

neutron time-of-flight detector for total neutron yield meas-

urements53 and a nuclear temporal diagnostic (NTD)54 that

provided the fusion reaction-rate time-history of the implo-

sions. An x-ray spectrometer (XRS1) equipped with an ADP

(ammonium dihydrogen phosphate) crystal and spectral

FIG. 1. Laser pulse shape used in the spherical shock-ignition implosion

experiments performed at OMEGA.
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resolution power of k/Dk� 1200 recorded the time- and

space-integrated x-ray line spectrum, and a streaked spec-

trometer (SSCA), which utilized a RbAP (rubidium acid

phthalate) crystal for dispersing the x-rays onto a Au photo-

cathode with sweep speed of �115 ps/mm and k/Dk� 500,

was used to measure the time-resolved Ar emission from the

core through the collapse of the implosion.

As an illustration, Fig. 2 displays the image data recorded

by the streak camera for OMEGA shot 53258. A portion of

the streaked camera’s photocatode was blocked, providing a

wavelength fiducial to establish the orientation of the streak

axis and a reference for undoped experiments. Details about

data processing can be found in Refs. 37 and 55. The time

axis was set by performing a simultaneous time-correlation

between broad band x-ray emission signals extracted from the

data and that predicted by a 1D hydrodynamic simulation—

see discussion below. The streaked data shows, early in time,

the continuum radiation emission from the plasma blow-off.

Late in time—i.e., at the collapse of the implosion—the char-

acteristic Ar line emission and compression continuum, with

durations of �250 ps and �200 ps, respectively, are observed.

The Ar K-shell line emission observed with SSCA begins at

�4.3 ns, �0.6 ns after the laser is shut off, spanning the pho-

ton energy range from 3400 eV to 4400 eV. Several transitions

of He- and H-like Ar ions have been identified and labeled,

namely, He-b (1s3p! 1s2), He-c (1s4p! 1s2), Ly-b
(3p! 1s), and Ly-c (4p! 1s). Weaker, and sometimes heav-

ily blended with parent lines, satellite line transitions arising

from autoionizing states in He- and Li-like Ar ions are also

present in the data. As the implosion proceeds and the density

increases, line features broaden as a consequence of the Stark-

broadening effect.

Sampling the image in Fig. 2 with a rectangular horizon-

tal or vertical box will produce a time history of radiation

emitted within a given photon energy range or a time-

resolved spectrum, respectively. As an example, two

time-resolved spectra characteristic of the same short time-

intervals are displayed in Fig. 3. The good comparison of

spectra from nominally identical shots (53258 and 53259)

for equivalent times gives evidence of the reproducibility of

the Ar emission observation.

Furthermore, the time-integrated spectrum obtained

from the SSCA streaked data was compared to the spectrum

measured by the XRS1 crystal spectrometer—see Fig. 4. The

comparison between these two independent measurements

shows consistency and provides additional confidence on the

SSCA data processing.

III. HYDRODYNAMIC SIMULATIONS, TIME-
CORRELATION, AND NEUTRON MEASUREMENTS

The 1D Lagrangian hydrodynamics code LILAC56 was

used to simulate the experiments. The purpose of simulations

was two-fold: First, the analysis of synthetic spectra obtained

from post-processing the hydrodynamic results was used to

validate the spectroscopic method; and, second, simulations

were tested by comparing with the results of the data analy-

sis. Two types of calculations were performed: (1) a LILAC-

FIG. 2. Streaked data from SSCA for OMEGA shot 53258. Emissions from

the coronal plasma blow-off, and compression continuum and Ar K-shell

lines are observed.

FIG. 3. Comparison of time-resolved spectra from two nominally identical

experiments for equivalent times: (top) t¼ 4.38 ns, and (bottom) t¼ 4.53 ns.

Each spectrum is characteristic of a 75 ps time interval centered at the indi-

cated time.
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standard simulation in which the heat flux model included a

flux-limiting factor f¼ 0.06 and no laser cross beam energy

transfer effect, and (2) a LILAC-enhanced simulation that

considered non-local thermal transport57 as well as the effect

of cross beam energy transfer (CBET).58 Other than these

differences, the physics model was the same in both simula-

tions. The comparison of results including and not including

Ar in the core shows that the temperature decreases due to

the presence of the dopant. This is because of the radiative

cooling effect of the Ar emission, which also causes a reduc-

tion of the total neutron yield.59 Despite this, simulations

show that the presence of the Ar dopant does not signifi-

cantly alter the hydrodynamic evolution, whose qualitative

behavior remains largely unchanged. This point is illustrated

in Fig. 5 where the position of Lagrangian coordinates versus

time from LILAC-standard simulation with and without Ar

tracer are shown during the final stage of the implosion. The

Ar-doped target is compressed to a minimum core radius of

23 lm compared to 28 lm of the undoped case. In both

cases, the effect of the ignitor shock launched by the laser’s

intensity spike reaches the core at about t¼ 4 ns.

The hydrodynamic behavior predicted by LILAC-

standard and LILAC-enhanced simulations—both including

the Ar dopant in the core—is discussed next. The influence

of the different compression waves is seen in Fig. 6, where

the velocity of the core boundary Lagrangian coordinate

from both simulations is plotted versus time; the laser pulse

shape is also displayed. Differences are noted between simu-

lations, but, in both cases, the implosion core boundary con-

tinues being accelerated inwards until �4.2 ns. After that,

the core boundary starts to decelerate. This point, therefore,

can be taken as the beginning of the deleceration phase,

which lasts until the time of maximum compression where

the core boundary velocity is zero (i.e., minimum core ra-

dius): t¼ 4.72 ns for LILAC-standard and t¼ 4.86 ns for

LILAC-enhanced. Both simulations have similar characteris-

tics, with LILAC-enhanced achieving smaller maximum

inward velocity and having a longer deceleration phase.

Also, the arrival of the ignitor shock at the core boundary

before the beginning of the deceleration phase suggests that,

according to simulations, the rebound and the ignitor shocks

do not meet in the inner region of the shell, but rather in the

outer portion of the core.

The time-history of temperature and density spatial pro-

files computed by LILAC-standard and LILAC-enhanced

were postprocessed to obtain space integrated and either time-

resolved or time-integrated Ar spectra including the bound-

bound, bound-free, and free-free contributions. The emergent

intensity distribution was computed by integrating the radia-

tion transport equation along chords in the target, one photon

energy at a time, in the photon energy range relevant for the

Ar K-shell lines. Then, individual chord contributions were

integrated in volume to obtain the space-integrated spectrum

observed along a given line-of-sight.14,20 To this end, the

required temperature-, density-, and frequency-dependent

emissivity and opacity of the core and shell in the

FIG. 4. XRS1 spectrum compared with time-integrated SSCA data for

OMEGA shot 53259.

FIG. 5. Position of selected core and shell Lagrangian coordinates versus

time for LILAC-standard simulations considering both Ar-doped and

undoped targets.

FIG. 6. Laser pulse shape and velocity of Lagrangian coordinate represent-

ing the core boundary from LILAC-standard and LILAC-enhanced simula-

tions. A negative velocity indicates that the boundary is moving inwards.

The rectangular boxes indicate the time-interval corresponding to the decel-

eration phase predicted by each simulation.
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3000–4500 eV photon energy range were computed with the

collisional-radiative atomic kinetics model ABAKO.60

From the last results, the space and photon energy inte-

grated radiation power can be calculated—the integration

was performed over the photon energy interval from 3400 to

4400 eV to be consistent with the SSCA observation. The

computed radiation power is now used to set the timing of

the streaked data. The laser pulse signal and the computed

radiation power are time-correlated since the first one is an

input of the simulation—we consider t¼ 0 ns when the laser

is turned on. Then, from the SSCA data, we extract the ex-

perimental radiation power, which so far has an arbitrary ini-

tial time. A reference time, preferably associated to a physics

event, is needed in order to set the time-axis of the experi-

ment. Early in time, the radiation power corresponds to the

emission of the plasma blow-off, and this is expected to fol-

low closely the laser pulse shape. Thus, we chose the time of

blow-off emission peak as the reference event and match the

computed and experimental radiation power peak times at

this point. In this way, all signals are on the same time-axis

and comparison between simulations and data is now possi-

ble. It is noted that no other condition (e.g., on signal shapes

or relative timing of other events) is imposed.

Time-correlated computed and experimental radiation

power, and the laser pulse shape are plotted in Fig. 7. It is

seen how, early in time, the computed and experimental radi-

ation power follow the laser pulse shape with a small delay.

In particular, the intensity spike in the laser occurs at

t¼ 3.42 ns while the experimental blow-off emission peaks

at t¼ 3.52 ns. Computed blow-off radiation powers based on

LILAC-standard and LILAC-enhanced simulations match

the experimental measurement behavior well, but LILAC-

standard approximates the earlier blow-off x-ray emission

better than LILAC-enhanced. Once the laser pulse is turned

off, the second peak in the experimental radiation power,

centered at t¼ 4.60 ns, is due to the Ar and compression con-

tinuum emissions characteristic of the collapse of the implo-

sion. The calculation based on LILAC-standard matches the

timing of this second peak well (t¼ 4.58 ns), while LILAC-

enhanced’s second peak occurs a bit later, at t¼ 4.70 ns.

Also shown in Fig. 7 is the experimental burn rate (i.e., neu-

tron production rate) time-history recorded with the NTD

diagnostic, which has a peak at t¼ 4.67 ns; this is the bang
time of the implosion. The bang times predicted by the

LILAC-standard and LILAC-enhanced simulations were

t¼ 4.58 ns and t¼ 4.70 ns, respectively. Thus, while LILAC-

standard approximates better the timing of the Ar and contin-

uum compression x-ray emission, LILAC-enhanced does it

for the bang time. We emphasize that the overlapping

between the experimental Ar and continuum compression x-

ray emission and burn rate peaks indicates that the core con-

ditions extracted from the spectroscopy include the state of

the implosion core during the burn at the end of the decelera-

tion phase.

For both shots, 53258 and 53259, the measured neutron

yield was 4.4(60.4)� 108. The ratio of the measured pri-

mary neutron yield to that predicted by 1D simulations, i.e.,

yield-over-clean (YOC), was �6% for LILAC-standard and

�22% for LILAC-enhanced. In this regard, when non-local

heat transport and CBET effects are considered, the 1D sim-

ulation agrees better with experiment.

IV. SPECTROSCOPIC MODEL

The potential application of x-ray spectroscopy to SI

implosions was initially suggested based on modeling

results,14 and subsequently applied to the diagnosis of both

core and compressed shell conditions from the analysis of

the space- and time-integrated Ar tracer spectrum.20 The

method relied on the simultaneous observation over a broad

photon energy range of the Ar line emission and the attenua-

tion and self-emission effects of the compressed shell confin-

ing the core. A detailed discussion of the emergent intensity

distribution in the photon energy range from 3000 eV to

4400 eV was given in Ref. 20. Briefly, the observed time-

integrated spectrum showed an attenuation effect not seen in

other Ar-doped ICF experiments. The attenuation was partic-

ularly severe in the range from 3000 eV to 3400 eV. The usu-

ally strong He-a (1s2p! 1s2) and Ly-a (2p! 1s) line

emissions appeared among the weakest lines in the spectrum.

To a lesser extent, the attenuation also changed the relative

intensity of the He-b and Ly-b lines. The effect was inter-

preted in terms of the radiation absorption in the compressed

shell confining the core, due to inverse bremsstrahlung (free-

free) and photoionization (bound-free) processes. It was

shown that the simultaneous observation over the broad pho-

ton energy range from 3000 eV to 4400 eV of the core Ar

line emission and the attenuation and self-emission effects of

the compressed shell confining the core had enough informa-

tion to extract spatially averaged temperature and density

conditions in both core and compressed shell. The spectro-

scopic analysis also provided an estimate of the target’s areal

density.

In the experiments reported here, the data recorded by

the streak camera were in the photon energy range from

3400 eV to 4400 eV. This narrower range prevents the appli-

cation of the method previously employed with time-

FIG. 7. Laser pulse shape, experimental and computed radiation power

(based on LILAC-standard and LILAC-enhanced simulations) time-

histories, and neutron rate history from the NTD diagnostic. The uncertainty

in the absolute timing is 6 50 ps.
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integrated data14,20 to the time-resolved spectra considered

here. Nevertheless, an alternative technique can still be used

to diagnose core conditions.

The spectroscopic model of the emergent intensity dis-

tribution is calculated as

I� ¼ Ic
�e
�ss

� : (1)

In this formula, � is the photon frequency, Ic
� represents the

intensity distribution of the radiation emitted by a spherical

plasma source of uniform electron temperature Te and den-

sity Ne that is used to model the implosion core. This inten-

sity distribution is obtained by integrating the radiation

transport equation along chords in the source one photon

energy at a time and then adding up the contributions from

all the chords. For the case of a uniform sphere, the integral

is analytical and it is given by61

Ic
� ¼ pR2 ec

�

jc
�

1þ e�2jc
�R

jc
�R
� 1� e�2jc

�Rð Þ
2 jc

�Rð Þ2

" #
; (2)

where ec
� and jc

� stand for the temperature, density, and pho-

ton energy dependent emissivity and opacity of the core,

respectively. The exponential factor, e�ss
� , in Eq. (1)

accounts for the transmission of the core emission through

an effective slab representing the attenuation in the com-

pressed shell. Since the absorption effect in the shell is due

to photoionization and inverse bremsstrahlung, the leading

photon energy dependence can be factored out and the opti-

cal depth written as ss
� ¼ a

h�ð Þ3
. The attenuation parameter

“a” is a function of the shell conditions, but, since there was

not enough information in the observed spectral range to

unfold this dependence, it was considered a free parameter

of the model. The spectroscopic analysis was performed by

means of a weighted least-square minimization procedure

where the experimental spectrum was fitted according to Eq.

(1). Before comparing with data, the theoretical spectrum is

convolved with the instrumental function to account for the

finite spectral resolution of the instrument. An exhaustive

search on the three model parameters a, Te, and Ne yielded a

single, absolute minimum from which the values of the pa-

rameters were extracted. A systematic application of this

procedure to a sequence of time-resolved spectra resulted in

the extraction of the time history of electron temperature Te

and density Ne in the core. The mass density q is computed

from Ne and the corresponding ionization balance. We

emphasize that the spectroscopic model is independent of

the hydrodynamic simulation. Hence, the data analysis

results are also useful to compare with the simulation.

The photon energy range for analysis spans from

3500 eV to 4300 eV, and it relied on the information encoded

in Ar He-b, He-c, Ly-b and Ly-c lines, and their associated

Li- and He-like satellite transitions as well as bound-free

contributions involving fully-stripped, H-like and He-like

ions. Most previous applications of Ar K-shell spectroscopy

for diagnosing implosion cores mainly focused on He-b, He-

c, Ly-b, and their satellites. Here, the photon energy range

was extended up to 4300 eV, thus further including Ly-c and

bound-free contributions. Thus, by considering a wider

photon energy range, the spectroscopic analysis relied on

more information and hence was more constrained.55

Photon-energy dependent emissivities and opacities

needed for the analysis were calculated with population

number densities from the collisional-radiative atomic

kinetics model ABAKO.60 For this application, an ABAKO

model for Ar was constructed that included up to 4592

energy levels (1 fully stripped, 100 H-like, 352 He-like, 519

Li-like, 644 Be-like, 1299 B-like, and 1677 C-like Ar).

Energy levels and radiative line transition rates were com-

puted using the atomic structure code FAC62 including unre-

solved transition arrays63 and configuration interaction

corrections. The calculations took into account all non-

autoionizing and autoionizing states characterized by

principal quantum numbers consistent with the continuum

lowering, so that the actual final number of levels included

in the calculation depended on the plasma conditions of each

case. Moreover, the lowering of the ionization potential of

an Ar ion compared to the value for the unperturbed, isolated

case was calculated including the effect of the deuterium-Ar

mixture environment in the core, as discussed in Ref. 55.

Collisional-radiative atomic kinetic calculations for the

range of plasma conditions achieved in the core confirm that

time scales of dominant atomic processes are much smaller

than typical hydrodynamic evolution times, so that time-

dependent effects in the atomic kinetics were not significant.

Radiation transport effects on level population kinetics

due to line trapping in the plasma were taken into account

via escape factors.64 The line profile used in the escape fac-

tor calculation was a Voigt function in which the width of

the Lorentzian contribution considered natural and a Stark

width based on detailed line shape calculations, and the

width of the Gaussian was determined by thermal Doppler

broadening. On the other hand, to transport the radiation

through the plasma, detailed Stark-broadened line profiles

were used in the Ar emissivity and opacity—see Eq. (2). A

database of line profiles was computed for line transitions

arising from non-autoionizing as well as autoionizing states

taking into account the broadening effects due to both

plasma electrons and ions, as well as natural and Doppler

broadening.65,66 Ion microfield distribution functions were

computed with the APEX model assuming equal electron

and ion temperatures.67 Also, since deuterium ions com-

prised the majority of the perturbing ions, ion dynamics

effects were considered in the Stark line broadening calcula-

tion according to the formalism discussed in Ref. 35. The

calculation of radiative recombination rates in the atomic

kinetics employed the Kramers’ approximation for the pho-

toionization cross section;68 however, the bound-free contri-

butions to the emissivity and opacity for the radiation

transport through the core were determined from analytical

fits to accurate photoionization cross sections computed with

an atomic scattering code.69 In particular, the following

bound-free contributions within the spectral range of analysis

were included in the model: from fully-stripped ion into H-

like ground state, from H-like ground state into He-like

ground state, and from H-like nl excited states into He-like

1s nl excited states, up to n¼ 4. Additionally, a plasma

broadening effect on the bound-free emissivity and opacity
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edges was included according to the approximation dis-

cussed in Ref. 70.

V. TIME-RESOLVED ANALYSIS

First, the analysis method was tested with synthetic

spectra obtained by post-processing the hydrodynamic simu-

lation spatial profiles. Figure 8 shows the comparisons

between synthetic spectra from LILAC-standard and best

model fits at two different times representative of the spec-

troscopic analysis time-interval. Early in the deceleration

phase, the lines are well resolved and the bound-free emis-

sion overlapping with the Ly-c is weak. Later, larger Stark

broadening characteristic of a denser plasma blends the He-c
and Ly-b lines, and the bound-free emission increases. This

trend in the synthetic spectra is similar to that observed in

the data shown in Fig. 3. The model given by Eq. (1) approx-

imates well the synthetic spectra, and the temperature and

density values extracted from the analysis for each spectrum

fall within the range of the corresponding spatial profiles.

The analysis was performed over the photon energy interval

from 3500 eV to 4300 eV, which is the same as the one used

in the analysis of the streaked data. We checked that, so long

as the attenuation effect in the shell is taken into account, the

spectroscopic analysis is robust. However, if neglected, the

extracted core conditions are sensitive to the selected photon

energy interval.

The spectroscopic analysis was then applied to the

measured spectra. Figure 9 shows two time-resolved spectra

for shot 53259. Early in the deceleration phase (t¼ 4.38 ns),

the Ly-b line is less intense than the He-b, and the He-c is

well resolved from the Ly-b. The electron temperature and

density extracted from the analysis are Te¼ 930 (670) eV

and Ne¼ 2.8 (60.4)� 1023 cm�3, respectively. The latter is

equivalent to a mass density q¼ 0.9 (60.1) gcm�3. Later

(t¼ 4.50 ns), as the core gets hotter and denser, the Ly-b in-

tensity increases relative to the He-b, and the widths of all

the lines are larger because of a stronger Stark broadening

effect; in particular, the He-c blends heavily with the Ly-b
developing a bump-like feature on the low energy side of

this line. Also, the bound-free (i.e., radiative recombination)

emission becomes important on the high energy side of the

Ly-b and underneath the Ly-c. At this point, in time, the

shell attenuation is significant and impacts the analysis

FIG. 8. Spectroscopic analysis of time-resolved synthetic spectra from

LILAC-standard over the photon energy range from 3500 eV to 4300 eV.

Core conditions of model best-fit were: for t¼ 4.40 ns, Te¼ 1008 eV,

Ne¼ 3.2� 1023 cm�3, q¼ 1.1 gcm�3; and for t¼ 4.56 ns, Te¼ 1090 eV,

Ne¼ 2.0� 1024 cm�3, q¼ 6.7 gcm�3.

FIG. 9. Spectroscopic model fits of time-resolved spectra from OMEGA

shot 53259. Top: result for an early spectrum where the shell attenuation is

not important. Bottom: later spectrum and analysis results obtained without

and with the shell attenuation effect.
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results. The extracted core conditions not including the shell

attenuation effect are Te¼ 1170 eV, Ne¼ 1.1� 1024 cm�3,

and q¼ 3.8 gcm�3, while including this effect, we

obtained Te¼ 1030 (680) eV, Ne¼ 8.9 (61.3)� 1023 cm�3,

and q¼ 3.0 (60.4) gcm�3. To understand the temperature

change, we recall that the Ly-b to He-b intensity ratio is very

sensitive to electron temperature and weakly dependent on

density. The transmission factor—exponential in Eq. (1)—is

a monotonically increasing function of the photon energy.20

Thus, the transmission through the shell increases the inten-

sity of the Ly-b relative to the He-b line. Accordingly, not

accounting for this effect in the analysis results in an appa-

rent core temperature larger than what it actually is. In a sim-

ilar way, the larger transmission through the shell of

4000–4300 eV photons enhances the intensity of the Ly-c
plus bound-free emissions relative to the He-b line. Keeping

in mind that the bound-free emission is proportional to the

density, not considering the attenuation effect results in a

greater core density. The uncertainties in the extracted values

were computed as the standard confidence limits on esti-

mated model parameters, which in turn result from an analy-

sis of the curvature of the weighted-v2 surface about the

minimum, taking into account the correlations between the

parameters.71 As discussed above, including the attenuation

effect is required for extracting reliable values and accord-

ingly uncertainties were only computed when including this

effect.

Next, we discuss the time-histories extracted with the

spectroscopic method. Fig. 10 displays the time-history of

the shell optical thickness averaged over the 3500–4300 eV

photon energy range. We emphasize that if the analysis is re-

stricted to the 3500–3975 eV range (only including He-b,

He-c and Ly-b), the optical depth time-history shows an

unsettled behavior that renders optical depth values

unreliable. This fact confirms that taking into account line

and bound-free contributions in the 3500–4300 eV photon

energy range is important for a robust analysis.20 Predictions

from LILAC-standard and LILAC-enhanced results obtained

from analysis of synthetic spectra, and those from experi-

mental spectra, are plotted in Fig. 10. Although with a differ-

ent timing—as already noticed in Fig. 7, simulations show a

similar trend in which the average optical depth gradually

rises from �0.5 to a maximum value of �1–1.5. Early in

time, the analysis of synthetic spectra underestimates the

simulations. This is not surprising since the attenuation effect

is still weak so that its footprint in the spectrum is not

enough to accurately capture it. Late in time, results from the

synthetic analysis slightly overestimate the simulations. This

is attributed to differences in the emergent spectra due to the

uniformity assumption in the spectroscopic model. In spite

of these small deviations, overall, the optical depth time-

histories extracted from the analysis of synthetic spectra

agree with the simulations. However, a major difference is

observed when looking at the experimental case. The onset

of the attenuation effect is at approximately t¼ 4.45 ns, or

about 1 ns after the spike of the laser pulse, then the average

optical depth quickly rises to a maximum value of �4–4.5.

Compared to 1D simulations, this result might suggest that

in the experiment, the shell hydrodynamics evolves faster

and more abruptly in the final part of the deceleration phase,

which also would affect the fuel assembly. A precise answer

to this issue would require a time-dependent analysis of the

plastic shell temperature, density, and areal-density. We note

that the shell optical depth can be written as ss
� ¼ ls

�ðqsDRÞ,
where qsDR is the shell areal-density and ls

� denotes the

mass absorption coefficient, which in turn depends on shell

temperature and density. As seen, optical depth can be esti-

mated from the spectroscopic analysis, but there is not

enough information in the current data to uniquely unfold

the time evolution of shell parameters.

Figures 11 and 12 show the time-histories of the core’s

mass density and electron temperature. In both figures, we

include the analysis of the synthetic (from LILAC-standard

and LILAC-enhanced) and measured spectra. The former is

useful to test the analysis method and see differences

between simulations. The latter shows the actual conditions

extracted for the experiment. These figures also include

lower and upper bounds of the temperature and density radial

profiles from the simulations. Since the analysis is time-

resolved but space-integrated, we expect that it will produce

temperature and density values that fall within these bounds.

Figs. 11 and 12 show that this was indeed the case. We also

found that if the absorption in the shell is not taken into

account, then the analysis of synthetic spectra leads to an ar-

tificial monotonically increase of the electron temperature,

including an abrupt rising late in the deceleration phase, con-

trary to what 1D simulations predict. The shell attenuation

effect is, therefore, critical to keep the inferred temperature

within bounds and ensure a reliable analysis. This effect was

also important for the analysis of measured spectra, and it

may reflect the formation of a large areal-density region in

the compressed shell that confines the implosion core. As

seen in Figs. 11 and 12, both simulations produce

FIG. 10. Time-history of the average shell optical thickness hssi (see text for

details) extracted from the analysis of synthetic spectra from LILAC-

standard and LILAC-enhanced as well as from the analysis of OMEGA

shots 53258 and 53259. Predictions of both simulations are shown for

comparison.
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temperature and density time-histories that are qualitatively

similar, with LILAC-standard progressing a little faster and

resulting in a little higher temperature and density values.

Timing of LILAC-standard agrees better with the experi-

ment. As the shell decelerates, electron temperature and

mass density reach �1100 eV and �2.1 gcm�3 at t¼ 4.45 ns.

Then, the mass density further increases to �6.5 gcm�3, and

the electron temperature drops to �900 eV at t¼ 4.6 ns,

which is caused by heat conduction to the shell and, mainly,

radiative losses, as discussed in Sec. VI. The thermal wave

propagating into the shell and the radiation absorption in the

shell increase its electron temperature. The measured total

radiation power, whose main contribution comes from con-

tinuum radiation emitted by the compressed shell, peaks at

t¼ 4.6 ns (see Fig. 7), after the time of peak core electron

temperature, but before stagnation while the density contin-

ues to rise. In LILAC-standard, the temperature also peaks at

�1100 eV (t¼ 4.52 ns) while in LILAC-enhanced, the maxi-

mum value is �1000 eV (t¼ 4.58 ns). Before this maximum

though, the temperature from the synthetic spectra analysis

remained roughly constant at 1000 eV and 900 eV for

LILAC-standard and LILAC-enhanced, respectively, but in

the experiment, it rose quickly from 700 eV to the maximum

of 1100 eV. After the maximum, in both simulations and

experiment, the temperature drops at a comparable rate. This

difference in temperature behavior before peak value sug-

gests significant differences between both simulations and

experiment in the core heating dynamics driven by the igni-

tor shock during the deceleration phase. Nonetheless, all

density time histories show a similar trend. We note in pass-

ing, the consistency between results from the two nominally

identical experiments shown in Figs. 11 and 12, i.e., shots

53258 and 53259. This fact builds confidence on the repro-

ducibility of the results.

So far, we discussed results which are directly extracted

from the spectroscopic analysis. However, the extracted

temperature and density can be used to examine the time

evolution of other quantities. Within the uniform model

assumption, an effective core radius R can be calculated from

R¼ (3dm0/4pq)1=3, where q is the mass density extracted

from the analysis, m0 is the total (initial) core mass, and d
represents the fraction of the mass effectively contributing to

the formation of the emission spectrum. Hence, R actually

denotes the radius of the effective core volume that signifi-

cantly contributes to the spectrum. There is not enough infor-

mation in the data to experimentally constrain and determine

the fraction d, so we initially assume d¼ 1. Accordingly,

Fig. 13 shows the resulting core radius time-histories. Values

predicted by LILAC-standard and LILAC-enhanced are also

FIG. 11. Time-history of core electron temperature. Results are shown for

OMEGA shots 53258 and 53259, and for the analysis of synthetic spectra

from LILAC-standard and LILAC-enhanced. Lower and upper bounds pre-

dicted by simulations are also plotted for comparison.

FIG. 12. Time-history of core mass density. Results are shown for OMEGA

shots 53258 and 53259, and for the analysis of synthetic spectra from

LILAC-standard and LILAC-enhanced. Lower and upper bounds predicted

by simulations are also plotted for comparison.

FIG. 13. Time-history of extracted core radius. We plot the results for

OMEGA shots 53258 and 53259 and for synthetic spectra from LILAC-

standard and LILAC-enhanced. Core radii predicted by both types of simula-

tions are also shown for comparison.
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plotted for comparison. The analysis of synthetic spectra pre-

dicts, early in time, a core radius greater than that of the sim-

ulation (either LILAC-standard or LILAC-enhanced). As

time progresses, better agreement between analysis and sim-

ulations is observed. Keeping in mind that the extracted tem-

perature and density can be interpreted as intensity-averaged
values,72 differences can be explained as follows. The 1D-

simulation temperature radial profiles indicate that, late in

time, nearly all the core is hot enough to radiate appreciably,

the extracted q is then representative of the entire core vol-

ume, d¼ 1 becomes a good approximation and, therefore,

the core radius R inferred from the analysis compares well

with simulation prediction. However, early in time, only the

inner central portion of the core achieves temperatures high

enough to light up the Ar K-shell lines. According to simula-

tion, density increases from the inside out, and, consistently,

the analysis leads to a density value closer to the LILAC

lower bound. Then, substituting the extracted density in the

formula above, with the assumption d¼ 1, yields a core ra-

dius greater than that of the simulations. Considering that

only the central region of the core volume significantly con-

tributes to the emission spectrum, the opposite would be

expected. Based on this comparison between the results from

LILAC and those from the analysis of synthetic spectra, we

can then obtain a better estimate for the fraction d of fuel

mass contributing to the formation of the emergent spectra.

An upper bound for this fraction is calculated as

dmax ¼ 4pR3
simq=3m0, with Rsim being the core radius pre-

dicted by 1D hydrodynamic simulations. For both LILAC-

standard and LILAC-enhanced, we found that, starting from

dmax� 0.5, dmax increases at a constant rate of ddmax/dt �
0.0023 ps�1 while core temperature is increasing. After tem-

perature peaks, dmax � 1.

The pressure inside the core can be calculated with an

ideal gas equation of state (EOS) for Ar and D atoms which

is a reasonable approximation considering the core temper-

ature and density conditions. Figure 14 displays the total

core pressure, i.e., including the contributions of deuterium

and Ar ions and electrons, taking into account the shell

attenuation effect. Not including this effect results in sig-

nificantly larger pressure values. The pressure calculation

assumed that ions and electrons have the same temperature.

This approximation is reasonable since for the temperature

and density ranges of the analysis the deuterium ions and

electrons (whose contributions dominate the total pressure)

have thermalization times in the range from 4 ps to 17 ps,

and the analysis covers a time interval of 330 ps. Moreover,

each of the time-resolved spectra used for the analysis was

integrated over a 75 ps time sub-interval, i.e., about four

times larger than the longest thermalization time. Figure 14

also shows the local pressure at the core boundary pre-

dicted by LILAC-standard and LILAC-enhanced. The

comparison between these values and those from the analy-

sis is useful for an interpretation of PdV-work calculation

shown in Sec. VI. The pressure calculation from LILAC-

standard compares better to the experiment than that from

LILAC-enhanced, but towards the end of the observations,

the experiment tends to have less pressure than the

simulation.

VI. ENERGY BALANCE ANALYSIS

Based on the pressure and density, the time-histories, a

plot of the core’s pressure vs. density suggests, an interpreta-

tion of the deceleration phase in terms of a thermodynamic

polytropic process characterized by the equation

Pq�c¼ constant, where c denotes the polytropic exponent.
Figure 15 shows the pressure-density diagram in a log-log

plot. During the analysis time-interval, the density increases

monotonically while the temperature, first, increases and then

decreases. Accordingly, fits to extract the polytropic exponent

were performed for both temperature regimes. Table I dis-

plays the values of c for simulations and experiment. The adi-

abatic case would be described by c ¼ 5
3
� 1:67 (considering

an ideal monoatomic gas). A deviation from the adiabatic

case is expected since the core exchanges energy with the sur-

rounding shell through thermal and radiation transport. The

energy loss due to nuclear fusion reactions was negligible in

these implosions. The c’s extracted for LILAC-standard and

LILAC-enhanced simulations are comparable, with c for

LILAC-enhanced being slightly higher during the temperature

drop. For the first time-interval of the analysis, the polytropic

fits suggest a nearly isothermal implosion, i.e., c� 1, which is

consistent with the modest increase in temperature observed

in Fig. 11 before it peaks. Results for shots 53258 and 53259

compare well with each other. However, the comparison

between the simulations and experiment indicates that during

the first stage of the deceleration phase, the experiment is

closer to an adiabatic compression. While the temperature

decreases, simulations and experiment show a similar (within

uncertainties) behavior.

In order to gain more insight, we consider the energy

conservation statement for the implosion core. A formal inte-

gration of the fluid equations for the core leads to the follow-

ing result:

FIG. 14. Time-history of extracted core pressure. We plot the results for

OMEGA shots 53258 and 53259 and for synthetic spectra from LILAC-

standard and LILAC-enhanced. Core pressure at the boundary predicted by

both types of simulations are also shown for comparison.
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dE

dt
¼ d

dt
U þ Kð Þ ¼ _W þ _F þ _J ; (3)

where E¼U þ K is the total energy of the core, U is the total

internal energy, K the total kinetic energy, _W the rate of

work done by the shell on the core, _F the rate of thermal

transport through the surface of the core, and _J the power

radiated by the core. Net changes in W, F, and J can be

obtained from LILAC-standard and LILAC-enhanced simu-

lation’s output. For both simulations and experiment, they

can also be computed using the time-histories of tempera-

ture, density, radius (volume), and pressure determined from

the spectroscopic analysis (Figs. 11–14) and the formulas

from Ref. 73 and 74. In order to compare the results for shots

53258 and 53259 with those extracted from the analysis of

synthetic spectra, net changes were computed over equiva-
lent time-intervals relative to the time of maximum tempera-

ture, i.e., counted before and after the temperature peak.

In this connection, we found that, when using the core

radius obtained from the mass conservation assumption (i.e.,

d¼ 1), PdV-work computed from the analysis of synthetic

spectra overestimates what simulations predict particularly

for the time sub-interval before the maximum temperature.

This indicates that a better estimate for the core size is

needed for a meaningful calculation of the compression

work and connects with the idea that during the first stage of

the deceleration phase only a fraction of the core mass con-

tributes to the formation of emission spectrum. In fact, if we

consider the temperature, density, and pressure values from

the analysis of synthetic spectra, but use the actual core ra-

dius, Rsim, predicted by the simulation (or, equivalently,

d¼ dmax), a significant improvement in the calculation of

compression work was observed. Changes in F and J were

small because dependence on core radius (volume) and com-

pression rate is much weaker than that of W. From now on,

therefore, we will refer to the results using d¼ dmax to esti-

mate the core volume. In the case of the synthetic spectra

analysis, by definition, this leads to R¼Rsim. In the experi-

ment, dmax is determined according to the behavior discussed

in Sec. V.

Table II shows the results for the entire time-interval of

the analysis as well as the breakdown associated with the

time sub-intervals of increasing and decreasing temperatures.

The negative sign indicates a net loss of energy, and the posi-

tive W represents compression work done on the core.

Overall, it is seen that in the simulations and experiment, the

loss of energy is larger while the temperature is decreasing,

and it is dominated by the radiated power. Differences

between simulations can be observed when looking at the

results for each time subinterval; however, over the entire

interval of analysis, in both simulations energy losses due to

radiation and thermal transport represent �75%–80% of

compression work, thus resulting in a net increase in total

energy. Calculations of W and F obtained from the analysis

of synthetic spectra agree reasonably well with the values of

LILAC simulations. However, radiative losses are underesti-

mated. Main contribution to total radiative losses (i.e., over

the entire photon-energy range) comes from bremsstrahlung

emission of free electrons from D and Ar ions. Discrepancies

can be attributed to the fact that the spectroscopic analysis

relies on the Ar K-shell emission and, therefore, extracted

conditions are more representative of the central portion of

the core, which is hotter but not as dense as the outer region.

Considering that bremsstrahlung emission scales with den-

sity as q2, an underestimation in J can actually be expected.

For OMEGA shots 53258 and 53259, the good consistency

found in the time-resolved analysis leads to very similar

results in the core energy balance. Compression work values

are closer to those predicted by LILAC-standard, although in

the interval of decreasing temperature work done by the shell

on the core is greater in the experimental case. Thermal con-

duction contribution is comparable to what simulations

FIG. 15. P-q diagram of the imploded core extracted from the spectroscopic

analysis of both synthetic (top) and experimental (bottom) spectra. Linear

fits to the data are shown from comparison with the adiabatic case.

TABLE I. Polytropic exponent c for simulations and experiment determined

by least-square fits to the data shown in Fig. 15. In the experimental case, c
and Dc take into account uncertainties in mass density and pressure.

Polytropic exponent c
LILAC simulation Experiment

Standard Enhanced Shot 53258 Shot 53259

1st stage: increasing T 1.05 1.05 1.4 6 0.3 1.5 6 0.4

2nd stage: decreasing T 0.72 0.82 0.8 6 0.4 0.8 6 0.3
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predict. Major differences between experiment and simula-

tion are found in the radiative losses. In this case, J values

are better described by LILAC-enhanced; however, as

observed in the results for the entire time interval, radiative

losses are appreciably smaller in the experiment than in the

simulation, which leads to a net increment to the total core

energy about four times larger. This result must be taken

with caution though, since as discussed above radiative

losses are likely underestimated. However, still assuming an

underestimation of a factor of two, the net change of the total

core energy in the experiment would duplicate that predicted

by the simulation. In this regard, for the time interval in the

deceleration phase in which the Ar emission signal is bright

enough for a spectroscopic diagnosis, the energy balance

analysis indicates that the compression work done by the

shell on the core overcomes the energy losses by thermal

conduction and radiation transfer which results in an increase

of core total energy greater than what LILAC simulations

predict.

Finally, assuming a monoatomic ideal gas equation of

state and the polytropic process equation, a further elabora-

tion of Eq. (3)—see the Appendix—shows that, if c < 5
3
, in a

compression the net energy exchange (by thermal and/or

radiation transport) is less than the change in kinetic energy.

Moreover, in the case of an imploding core in the decelera-

tion phase, the change in kinetic energy is negative, and

thus, c < 5
3

has a clear interpretation: there is a net energy

transfer from the core to the compressed shell. As seen in

Tables I and II, this is always the case in the analysis dis-

cussed here.

VII. CONCLUSIONS

In this work, the observation with a streaked crystal

spectrometer of the spectroscopic signature of an Ar tracer

added to the deuterium gas fill of the target was used for the

first time-resolved diagnosis of core conditions in shock-

ignition experiments at OMEGA. The extracted temperature

and density time-histories are representative of the state of

the core during the implosion deceleration and fuel burning

phases. The data analysis confirms the importance of the

shell attenuation effect in thick-wall targets previously noted

on time-integrated spectroscopic measurements.20 This

effect must be taken into account in the spectroscopic analy-

sis in order to obtain reliable results.

Two types of calculations using the 1D hydrodynamic

code LILAC were performed in order to simulate the experi-

ments: (1) LILAC-standard which did not take into account

the effect of CBET, and a flux-limiting factor f¼ 0.06 was

used in the thermal transport model, and (2) LILAC-

enhanced which considered non-local thermal transport as

well as the CBET effect. Time-history of temperature and

density profiles predicted by both simulations were post-

processed to obtain the space integrated but time-resolved Ar

spectra. The collection of synthetic spectra was analyzed

with the same spectroscopic model used for the experimental

case. Overall, results extracted from LILAC-standard syn-

thetic spectra compare better with measurements; however,

neither of the simulations approximates well all experimental

observations. In particular, discrepancies in temperature

behavior before the peak value between both simulations and

experiment suggest a significant difference in the core heat-

ing dynamics driven by the ignitor shock during the deceler-

ation phase. Also, a fast increase of the shell’s average

optical depth to values �4 is observed in the experiment af-

ter the maximum in temperature. However, the analysis of

synthetic spectra revealed that in the simulations, the shell’s

optical depth rises at a lower pace and remains under �2

during the time-interval of analysis. This fact may suggest

differences in the dynamics of fuel assembly between 1D

simulations and experiment. A deeper look into these issues

would probably require time-dependent diagnosis of shell

conditions, 2D hydrodynamic simulations and an assessment

of mixing effects. Such study is beyond the scope of this

work, but it might be the focus of a future experimental cam-

paign using core- and shell-doped targets.

Finally, the value of the spectroscopic diagnosis is fur-

ther demonstrated by exploiting the results of the time-

resolved analysis to carry out a thermodynamic and energy

balance study of the core compression. A plot of the core

TABLE II. Breakdown of contributions to the change in total energy E of the core. W is the compression work done on the core, and F and J denote contribu-

tions due to thermal and radiation transport, respectively. Note that DE¼DW þ DF þ DJ. Only results using d¼ dmax are shown (see text for details).

Energy terms (J) LILAC simulation Synthetic spectra analysis Experiment

Standard Enhanced Standard Enhanced Shot 53258 Shot 53259

DW 77.05 46.11 83.86 50.06 73.50 68.37

1st stage DF �4.35 �2.32 �10.97 �7.93 �9.01 �7.61

Increasing T DJ �28.21 �18.09 �16.11 �8.21 �8.16 �5.64

DE 44.49 25.70 56.78 33.92 56.33 55.12

DW 84.38 55.13 84.75 63.41 92.89 104.92

2nd stage DF �10.88 �5.74 �9.48 �7.50 �11.26 �13.95

Decreasing T DJ �89.65 �49.94 �73.66 �46.53 �32.57 �34.56

DE �16.15 �0.55 1.61 9.38 49.06 56.41

DW 161.43 101.24 168.61 113.47 166.39 173.29

Entire DF �15.23 �8.06 �20.45 �15.43 �20.27 �21.56

Time interval DJ �117.86 �68.03 �89.77 �54.74 �40.73 �40.20

DE 28.34 25.15 58.39 43.30 105.39 111.53
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pressure vs. density leads to an interpretation of the decelera-

tion phase in terms of a two-stage polytropic process. Also,

the work done by the compressed shell on the core as well as

core energy losses due to thermal and radiation transport

were computed, which allowed us to study the energy bal-

ance of the implosion core during the deceleration phase. In

this regard, the results point out to an increase in the total

energy of the core greater than what LILAC simulations pre-

dict. The time-dependent nature of the measurements and the

detailed information provided by the spectroscopic method

discussed here open up a new window into the dynamics of

ICF implosion cores and contributes to advance the field of

the high energy density physics.
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APPENDIX: CORE-SHELL ENERGY TRANSFER

From Eq. (3) and for a differential time interval dt, the

energy conservation becomes

dU þ dK ¼ dW þ dQ; (A1)

where dQ¼ dFþ dJ. Assuming a monoatomic ideal gas, i.e.,

PV¼ nRT and U ¼ 3
2

nRT (where n is the number of moles

and R is the ideal gas constant), and considering a thermody-

namic polytropic process, i.e., PVc¼A¼ constant (A> 0),

the change in internal energy can be written as

dU ¼ 3

2
A 1� cð ÞV�cdV; (A2)

and the work dW¼ –PdV done by the shell is given by

dW ¼ �AV�cdV: (A3)

By substituting Eqs. (A2) and (A3) into Eq. (A1), it follows

dQ� dK ¼ 3

2
A

5

3
� c

� �
V�cdV: (A4)

Throughout the deceleration phase, the core is being com-

pressed, i.e., dV< 0, and is also slowing down, i.e., dK< 0.

Therefore, if c < 5
3
, from Eq. (A4), it is found that during the

deceleration phase dQ< dK< 0. A negative value for dQ
indicates that there is a net energy transfer from the core to

the compressed shell due to thermal and radiation transport.
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