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Abstract—The Cell Method is a proposed numerical solution 

for electromagnetic field applications. It is based on Finite 

Formulation, so it is directly related to experimentation due to the 

global variables attached to the points, lines, surfaces and volumes 

of this theory. In this project, the Cell Method is used to simulate 

a real electromagnetic problem: a coil with a cylindrical metallic 

core and the air of their surroundings model. This paper shows the 

time consume problem faced during the pre-processing of the 

information obtained in the simulations and the proposed solution 

by the parallelization of the algorithms used. The preliminary 

results of the parallel pre-processing will be shown and compared 

with the serial procedure ones. 
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I.  INTRODUCTION 

The Cell Method (CM) is a numerical method that uses 
discrete formulation of field equations [1]. It is based on the use 
of global variables and a pair of cell complexes, a primal and a 
dual, where each element has an orientation that can be internal 
or external. 

This method associates physical properties of 
electromagnetism in form of global variables, commonly 
known as integral variables, with spatial and temporal elements 
such as points (P), lines (L), surfaces (S), volumes (V), instants 
(I) and time intervals (T), the basic elements of this theory [2]. 

Incidence matrices are built with the incidence numbers 
between two elements of different dimension of a cell complex. 
If the elements are not incident, the incidence number is zero. 
If they are incident and their orientations are compatible, the 
incidence number is 1. If they are incident but their orientations 
are not compatible, the incidence number is -1. Incidence 
matrices can be formed between lines and points (matrix G), 
between faces and lines (matrix C), and between volumes and 
faces (matrix D). 

II. FIELD LAWS IN FINITE FORM 

Experimentation can lead to rewrite fundamental equations 
of electromagnetism in a finite form. By this, global variables 
are linked to physical and temporal elements of this theory. 

Magnetic Gauss’ law:  

𝜙[𝜕𝑉, 𝐼] = 0   (1) 

Faraday’s electromagnetic induction law:  

𝜀[𝜕𝑆, 𝑇] = 𝜙[𝑆, 𝐼−] − 𝜙[𝑆, 𝐼+]  (2) 

Faraday’s electrostatic induction law/electric Gauss’ law:  

𝜓[𝜕�̃�, 𝐼] = 𝑄𝑐[�̃�, 𝐼]  (3) 

Maxwell - Ampère’s law:  

𝐹𝑚[𝜕�̃�, �̃�] = 𝜓[�̃�, 𝐼+] − 𝜓[�̃�, 𝐼−] + 𝑄𝑓[�̃�, �̃�] (4) 

Conservation of charge: 

𝑄𝑓[𝜕�̃�, 𝐼] = 𝑄𝑐[�̃�, 𝐼−] − 𝑄𝑐[�̃�, 𝐼+] (5) 

III. APPLICATION 

Finite formulation, and specifically CM, can be applied to 
solve physical problems based on electromagnetism. In this 
case, a coil model is being simulated to obtain the results of 
different electromagnetic equations form its entire domain.  

The simulations have been realized with an Intel Core i7 - 
3820, of 3.6 GHz frequency, 32 GB memory, 4 cores and 8 
threads. It uses a NVIDIA GM107 (GeForce GTX 750 Ti) GPU 
with 2 GB. 

 
Fig. 1. 3D simulation of a coil with a cylindrical metallic core 

 



Table 1. Speedup of parallel pre-processing algorithms using a serial algorithm as reference 

Nodes 
Lines Generator Surfaces Generator C Matrix D Matrix 

2 processors 3 processors 2 processors 3 processors 2 processors 3 processors 2 processors 3 processors 

1,465 27.517% 46.309% 2.260% 27.119% 37.978% 56.459% 41.167% 62.002% 

2,893 32.414% 39.310% 23.684% 43.421% 49.821% 64.686% 48.009% 64.760% 

5,818 34.672% 43.066% 34.557% 49.541% 44.387% 61.708% 49.101% 64.949% 

9,778 38.584% 49.855% 43.738% 51.963% 48.350% 63.015% 49.878% 65.741% 

19,336 45.040% 48.922% 47.418% 54.484% 47.509% 65.197% 47.330% 64.751% 

25,534 49.445% 50.264% 50.070% 54.008% 44.563% 67.330% 49.237% 65.467% 

36,059 49.316% 51.882% 37.485% 52.337% 47.662% 63.823% 47.620% 63.904% 

The 3D simulation of a coil model has been implemented in 
Gmsh, a three-dimensional finite element grid generator 
software with a build-in CAD engine and post-processor [3].  

As it can be seen in Fig. 1, the simulation of the system 
includes a coil, a cylindrical metallic core and the surrounding 
air inside a cubic volume. 

First time, this pre-processing was done following a serial 
philosophy. However, to improve the detail of the simulations, 
it is necessary to increase the number of points and physical 
elements in general. The number of nodes of the simulations 
varied from 1,465 to 36,059 nodes. This increase of elements 
leads to an exponential escalation of the pre-processing 
programs' execution times, from 10.423 seconds to 5329.586 
seconds. As a result, a parallel adaption of the pre-processing 
algorithms was implemented using MPI (Message-Passing 
Interface) inside PETSc environment [4]. 

IV. RESULTS 

The objective of this study is to reduce the execution time 
of the pre-processing of a model by the parallelization of its 
algorithms.  

The results of the parallel implementation of the 3D coil pre-
processing algorithms can be seen in Table 1. The achieved 
speedup generally varies from 30% to 65%. Normally, speedup 
improves with the increase of the number of nodes and the 
number of processors. 

 

Fig. 2. Current density view obtained in post-processing 

The final results of the simulations realized on the coil 
model can be seen in Fig. 2, a view of the current density along 
the coil when electric potential is applied to its extremes. This 
image is obtained from the post-processing of the model. 

 

V. CONCLUSION 

The parallelization of pre-processing algorithms for 
electromagnetic model simulations based on CM has been 
implemented. 

This parallel philosophy has lead to speedups generally 
higher than 40%, up to 65%. This achievement allows 
simulations to progress in detail and in lower execution times. 
Future simulations on a computer with a higher number of 
processors will probably show even better results of 
parallelization. Further work will try to improve parallelization 
algorithms, what could reduce execution times even more.  
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