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1. Introduccion

1. Introduccion

Los medios de transporte juegan un papel fundamental en la sociedad actual,
permitiendo la circulacién de bienes y de personas, favoreciendo el comercio, el
desarrollo econémico y el desarrollo humano. El filésofo y economista Amartya Sen,
galardonado con el Premio en Ciencias Econémicas en memoria de Alfred Nobel en
1998, en su libro “Development as Freedom” indicé que “... el Desarrollo consiste en
remover las barreras a la libertad que dejan a la gente con pocas opciones y limitadas
oportunidades de ejercer su capacidad de decidir. ... Desde una perspectiva opuesta,
la imposibilidad de moverse por el territorio roba a las personas la libertad de
satisfacer muchas de sus necesidades como la educacion, la salud, la alimentacion, el

ocio y el contacto con seres queridos, entre otras” [1].

El auge a lo largo de la segunda mitad del siglo XX de un modelo de transporte por
carretera basado en el coche particular ha provocado serios inconvenientes que,
entre otras consecuencias, afectan directamente a la vida humana: mas de 3.700
personas mueren en las carreteras del mundo cada dia, decenas de millones resultan
heridas o discapacitadas cada afio [2], y 4.2 millones mueren a causa de la
contaminacion medioambiental generada por los vehiculos [3].

Con la voluntad de encontrar alternativas a este modelo y reorientar la movilidad
hacia un enfoque mas sostenible se hace imprescindible, entre otras cuestiones,
fomentar el uso del transporte publico frente al privado y crear una cultura de mejora
continua de los sistemas de transporte basada en la recoleccion y preservacion de
datos, que facilite la comprensién y gestion del trafico y de la demanda, escuchando y

profundizando en las necesidades de la ciudadania.

En el &mbito concreto del transporte publico por carretera, las empresas operadoras
y las autoridades responsables necesitan informacion para configurar debidamente la
red de transporte; para planificar, ejecutar y monitorizar las expediciones; para
administrar la flota de vehiculos, controlar costos y gastos, y gestionar medios de
pago; y para medir la calidad y la satisfacciéon de los usuarios, conocer sus habitos y
comportamientos tanto de forma individual como colectiva. Tal es asi que la
informacion puede considerarse un recurso necesario para la gestién del servicio de

transporte y parte integradora del servicio de movilidad en si mismo [4].

El conjunto de avances tecnolégicos de los que se ha beneficiado este sector,
especialmente en lo que se refiere a las comunicaciones y a la informatica, a las

Tecnologias de la Informacién, ha dado lugar a un campo de estudio denominado



1. Introduccion

“Sistemas de Transporte Inteligentes” (STI), en el que el uso combinado de los
sensores, comunicaciones moviles y los sistemas de computo permiten compartir la
informacion entre plataformas para desarrollar una vision mas amplia de la operativa
[5]. Dada la importancia que para el sector tienen estos sistemas y con la finalidad de
fomentar su uso coordinado y coherente, las autoridades han promovido el
desarrollo de recomendaciones y estandares que se han plasmado en la Unién
Europea en la Directiva 2010/40/UE del Parlamento Europeo y del Consejo de 7 de
julio de 2010 por el que se establece el marco de implantacion de los sistemas de
transporte inteligentes en el sector del transporte por carretera y las interfaces con

otros modos de transporte, donde entre otras cuestiones se puntualiza:

“Los sistemas de transporte inteligentes son aplicaciones avanzadas que
proporcionan servicios innovadores en relacion con los diferentes modos de
transporte y la gestion del trdfico y permiten a los distintos usuarios estar
mejor informados y hacer un uso mds seguro, mds coordinado y «mds
inteligente» de las redes de transporte. ... Integran las telecomunicaciones, la
electrdnica y las tecnologias de la informacion con la ingenieria de transporte
con vistas a planear, disefiar, manejar, mantener y gestionar los sistemas de

transporte”

En el Aambito de esta directiva, en concreto atendiendo a la Accién Prioritaria A, se ha
desarrollado una normativa europea de modelo de datos para el transporte publico
“Transmodel”, norma UNE-EN 12896, que proporciona un marco para los modelos de
datos de toda el area de operaciones del transporte publico, con objeto de hacer
posible que los operadores, las autoridades y los proveedores de software trabajen
juntos hacia sistemas integrados, y para garantizar que los desarrollos futuros puedan
adaptarse sin dificultad [6]. De los términos definidos en este modelo formal, son de

especial interés:

* Red de transporte: conjunto de entidades que representan las vias, puntos
de interés y rutas, que describen el espacio donde se desarrollan las
operaciones de los vehiculos.

* Parada: punto de la red de transporte donde los pasajeros embarcan o
desembarcan de los vehiculos.

* Ruta: recorrido que se realiza de manera sistematica, que comienza y termina
en una parada de la red, y que pasa de manera ordenada por un conjunto de

paradas.


https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
https://www.fomento.gob.es/recursos_mfom/pdf/77CCCE9E-3548-41FE-BF7A-AF03023445F2/115152/LexUriServ.pdf
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* Planificacion del transporte: conjunto de actividades a las que se le asignan
recursos (un vehiculo y un conductor) y que han de ser ejecutadas un dia y
hora determinadas. De entre ellas, una de especial relevancia es la actividad
denominada “servicio de linea” o “expedicion”, que es la que realiza un
vehiculo al recorrer una ruta determinada, el dia y la hora previamente

planificada.

* Horas de paso programadas: conjunto ordenado de tiempos de paso por las
paradas de una ruta de un determinado servicio de linea, en cuyo calculo hay
que considerar tanto el tiempo que tarda el vehiculo en realizar el trayecto
entre paradas consecutivas como el tiempo que tardan los pasajeros en subir
y bajar de los vehiculos.

* Base de datos de transporte: base de datos que contiene todas las entidades
y sus relaciones, los recursos asignados y los datos registrados en las
operaciones de transporte, que han podido ser generados por los sistemas

embarcados en los vehiculos.

Por ultimo mencionar otro modelo europeo que responde a la problematica
relacionada con la evaluacion de la calidad en el servicio de transporte publico, la
norma UNE-EN 13816, y que determina los distintos ambitos en los que han de
desarrollarse sistemas de gestion de la calidad, a los que denomina: Servicio ofertado,
Accesibilidad, Informacién, Tiempo, Atencion al cliente, Seguridad, Confort e Impacto.

En los articulos presentados en este documento se propone el uso de metodologias y
técnicas de ciencia de datos con el fin de descubrir conocimiento en dos de los
aspectos fundamentales en el sector del transporte publico de viajeros por carretera:
la demanda y los tiempos de viaje. En ellos se plantean modelos basados en
arquitecturas STl y en el modelo de datos estandar de la Unién Europea Transmodel,
a partir de los datos histéricos registrados en dos de los sistemas existentes de
manera generalizada en los vehiculos, en los sistemas de posicionamiento y en los de
medio de pago, y almacenados en la base de datos de transporte. El objetivo principal
de todos ellos es generar nueva informaciéon para medir la calidad en el ambito
“Servicio ofertado” y en el de “Tiempo”, concretamente evaluando la adecuacion a
las necesidades del cliente a partir de la demanda, el cumplimiento horario y la
duracion de los viajes.

El descubrimiento de conocimiento es la extraccion no trivial de informacion de datos
implicita, previamente desconocida y potencialmente atil. Dado un conjunto de

hechos (datos) F, un lenguaje L y cierta medida de certeza C, definimos un patrén
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como una declaracién S en L que describe las relaciones entre un subconjunto Fs de F
con una certeza ¢, de modo que S es mas simple (en algin sentido) que la
enumeracion de todos los hechos en Fs. Un patron que es interesante (de acuerdo
con una medida de interés impuesta por el usuario) y suficientemente cierto (de
nuevo de acuerdo con los criterios del usuario) se llama conocimiento [7]. En el
descubrimiento de conocimiento en las bases de datos intervienen distintas
disciplinas como sistemas expertos, estadistica, bases de datos, visualizaciéon de
datos, aprendizaje automatico, computacion de alto rendimiento, etc. A la aplicacion
de algoritmos estadisticos y de aprendizaje automatico para la extraccion de patrones

o modelos de los datos, se le denomina Mineria de Datos [8].

Con la estadistica inductiva es posible, a partir de una muestra, dar respuestas a
preguntas formuladas como hipétesis, estimar numéricamente caracteristicas,
correlaciones o modelar relaciones entre variables, pero no siempre dan buenos
resultados con datos multidimensionales complejos [9]. Por otro lado, las técnicas de
aprendizaje automatico combinan elementos de aprendizaje, adaptacién, evolucién y
l6gica difusa para crear modelos “inteligentes”, en el sentido de que la estructura
emerge a partir de unos datos no estructurados, siendo por esta razén la disciplina en
la que se sustenta el desarrollo de los trabajos presentados en esta tesis.

1.1. Estado del arte

Para poder alcanzar los objetivos de eficiencia y calidad de servicio en el transporte
publico, un requisito fundamental es conocer las necesidades y habitos de movilidad
de las personas. A partir de este conocimiento, se pueden realizar con garantias los
tres procesos basicos en los que se basa esta actividad que son, disefio de la red de
transporte, planificacion de servicios y control de operaciones. En [10] se realiza una
exhaustiva revisién de las técnicas utilizadas en el disefio de la red de transporte y en
la planificacion de las operaciones, y en el lado del andlisis de la calidad en [11] se
realiza una revision exhaustiva de las técnicas utilizadas para analizar el

comportamiento y evaluar los principales pardmetros que le afectan.

A continuacién, se presenta una revisién bibliografica de trabajos en los que se ha
utilizado técnicas y métodos de Mineria de Datos para resolver algunos de los
problemas presentes en los sistemas de transporte. En funcién de la fuente de datos
utilizada, estos trabajos se pueden clasificar en dos grupos: los que se basan en datos
relacionados con los movimientos de los viajeros y los que utilizan datos relacionados

con la posicion de los vehiculos en la red de transporte, y en ambos se encuentran
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publicaciones que abordan los tres principales problemas que hay que afrontar para
conseguir eficiencia y calidad de servicio: el disefio de la red de transporte, la

planificacion de servicios y el control de operaciones.
Trabajos relacionados con los datos de los movimientos de los viajeros

Entre los trabajos que utilizan datos asociados a los viajes realizados por los usuarios
destacan los que, partiendo de los registros que se generan con el uso de las tarjetas
de pago inteligentes, tienen por finalidad obtener conocimiento acerca de los perfiles
y habitos de uso de los usuarios [12], medir el uso de las infraestructuras de la red
por parte de los viajeros [13], o realizar predicciones acerca de los tiempos de viaje
para desarrollar servicios de informacion personalizada para el viajero [14], [15]. En
[16] los autores ademas incorporan factores de caracter socio-demografico: ubicacion
de centros comerciales, zonas deportivas, residenciales, etc. Atendiendo al andlisis
realizado en [9], los trabajos que proponen técnicas para obtener los patrones de
movilidad de los usuarios en los sistemas de transito masivo se agrupan en dos
categorias: los basados en métodos estadisticos, capaces de suministrar un modelo
auto explicativo como resultado de un proceso estocastico, y los que utilizan redes
neuronales. A partir de series temporales constituidas por los viajes realizados en
ciertos intervalos de tiempo para predecir la demanda, en [17] se propone el uso de
modelos estadisticos, en [18] se utilizan redes neuronales, y como ejemplo de
procedimientos mixtos en [19] se introduce un proceso de seleccion de las funciones
generadas antes de aplicar la red neuronal. En [20] se analiza el resultado de dos
modelos diferentes de redes usando caracteristicas temporales de la demanda
observada (tendencia, ciclo y periodicidad), y en [21] se desarrolla un nuevo
algoritmo de optimizacién hibrida, con técnicas de teorias de conjuntos y redes
neuronales, para predecir el volumen de pasajeros por carretera. Como ejemplo de
otras técnicas, en [22] se estudia el comportamiento espacial y temporal de los
viajeros en la red de metro partiendo del uso de las tarjetas, utilizando técnicas de

agrupamiento.
Trabajos relacionados con los datos de posicionamiento de los vehiculos

Los datos de posicionamiento de los vehiculos de transporte publico se han utilizado
fundamentalmente para mejorar el disefio de la red de transporte, para evaluar la
calidad de servicio y también para realizar predicciones del tiempo de viaje, y como
ejemplo de las distintas cuestiones abordadas con estos datos se presentan las
siguientes referencias. En [23] se propone una metodologia para evaluar la red de
carretera analizando los tiempos de viaje mediante funciones de distribucion
estadisticas. En [24], mediante técnicas de agrupamiento desarrolladas por los
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propios autores, se analiza el impacto de la demanda y del trafico en el rendimiento
de las operaciones. Considerando la subida y bajada de los pasajeros a los vehiculos,
en [25] se realiza un estudio para evitar el hacinamiento que, junto con los retrasos
en las llegadas, puede disuadir al ciudadano de utilizar los servicios publicos de
transporte, y en [26] se generan diagramas de diagnostico de la fiabilidad del servicio
para descubrir como afecta la variabilidad de los atributos de los servicios en el
comportamiento de los viajeros. En [27] se propone una metodologia para la mejora
del disefio de la red de transporte que incluye: detecciéon y clasificacion de las
paradas, generacién de los recorridos y estimacion los tiempos de paso por las
paradas, a partir de los datos GPS de los vehiculos utilizando técnicas de
agrupamiento. En [28] se propone una nueva métrica para evaluar la puntualidad de
los autobuses utilizando los datos de posicionamiento de los vehiculos. En
[29] analizan las causas que originan irregularidades en la planificacién de servicios.
En el contexto de los sistemas de transito masivo por carretera planificados por horas
de paso, utilizados fundamentalmente en redes interurbanas, en [30], [31] utilizan
técnicas de agrupamiento y métricas ad-hocs para procesar los datos de
posicionamiento de los vehiculos y de movimiento de pasajeros y conseguir el mejor

agrupamiento que permita evaluar la calidad de servicio proporcionado.

En lo que se refiere a la predicciéon del tiempo de viaje procesando Unicamente datos
de posicionamiento mediante técnicas de aprendizaje automatico, existe un amplio
conjunto de trabajos. En [32] se utilizan redes neuronales, técnicas de clasificacion en
[33] y de agrupamiento en [34]. También existe un numero considerable de
propuestas que abordan la prediccién del tiempo de viaje empleando modelos de
estado [35] y series temporales [36][37].

Hay que hacer notar que la mayoria de estos trabajos se han desarrollado en el
contexto del transporte publico urbano. Los estudios especificos sobre el transporte
publico interurbano por carretera no han recibido tanta atencion, ni en lo que se
refiere al analisis de la demanda ni a la evaluacién sistematica de la calidad del
servicio. En el caso del transporte publico urbano, el objetivo de la planificacién de
servicios es determinar una frecuencia de paso de los vehiculos por las paradas que
garantice un nivel de calidad de servicio adecuado. Por el contrario, el objetivo en el
caso del transporte interurbano es fijar unos horarios de paso que garanticen esta
calidad y, como consecuencia de esta diferencia, muchos de los métodos y técnicas
utilizadas en el transporte urbano no son aplicables o deben adaptarse al caso del
transporte interurbano. Considerando estos aspectos y el alto impacto socio-
econoémico que tiene el transporte publico interurbano por carretera en Canarias, se

decide enfocar esta tesis doctoral en este tipo de transporte publico.
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1.2. Objetivos

El principal objetivo que comparten los trabajos presentados en los articulos de esta
tesis que se presenta por compendio, ha sido disenar sistemas inteligentes de
transporte basados en estandares, que faciliten la estimacion de la demanda y que
permitan evaluar la calidad del servicio que se presta a la ciudadania por parte de una
empresa de transporte publico interurbano por carretera, utilizando exclusivamente
datos de explotacion y de planificacion de la actividad. Como consecuencia de este
requisito, los sistemas desarrollados no han requerido ningln despliegue de
elementos especificos (hardware o software) para la obtencion de datos, y por tanto
los modelos y técnicas desarrolladas son susceptibles de ser utilizadas por empresas
o autoridades reguladoras del transporte.

1.3. Metodologia, técnicas y recursos utilizados

Mientras que en las Gltimas décadas muchos de los trabajos cientificos se basaban en
la simulacién de fenédmenos complejos, en la actualidad es habitual utilizar la
exploracion de datos [38]: se generan en multitud de sistemas y sensores, se
depuran, almacenan, filtran y complementan, se procesan para la busqueda de
tendencias o patrones utilizando técnicas de Mineria de Datos, y finalmente se
analizan e interpretan, constituyendo lo que se denomina un proceso de
descubrimiento de conocimiento [8].

Con el fin de garantizar la validez de los resultados obtenidos, todos los articulos
presentados en este documento se han inspirado en el modelo de proceso no-
propietario y documentado de Mineria de Datos CRISP-DM [39], acrénimo de Cross-
Industry Standard Process for Data Mining, que determina buenas practicas para
alcanzar mejores y mas rapidos resultados en proyectos de esta naturaleza. Esta
constituido por las seis fases que de manera muy resumida se relacionan a

continuacién:

® Comprension del negocio: Definir los objetivos a alcanzar en el proyecto,
recopilando y analizando la informacion sobre los recursos disponibles y la
prioridades de la organizacion participante.

® Comprension de los datos: Estudiar de cerca los datos disponibles para
minimizar los problemas que puedan surgir en la siguiente fase de

preparacion de los datos, identificando problemas de calidad vy
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seleccionando aquellos interesantes para la formulacién de las hipotesis de

partida.

® Preparacion de los datos: Construir el conjunto de datos a ser modelado:
seleccionando, limpiando, fusionando y formateando los datos, y definiendo

subconjuntos cuando sea necesario.

® Modelado: Encontrar patrones utilizando diferentes algoritmos y técnicas, y
utilizando distintos métodos y pardmetros hasta conseguir los mejores
resultados, evaluando las soluciones obtenidas y volviendo a la fase de

preparacion de los datos si fuera necesario.

® Evaluacién: Verificar que los resultados responden a las hipotesis planteadas

inicialmente.

* |mplementacion: Aplicar las soluciones desarrolladas.

3 A 3

COMPRENSION > PREPARACION

DE LOS DATOS DE LOS DATOS
w . w

x X
: '
EVALUACION MODELADO

\. v,

Figura 1: Fases consideradas del modelo CRISP-DM

La primera fase, de comprensiéon del negocio, se puede asimilar en este caso a los
estudios y andlisis previos a la ejecucion de los trabajos de investigacion
contemplados en este documento; y no tiene cabida la Gltima, la relacionada con la
implementacién en una organizacién. El resto de las fases que si se han considerado,
se presentan en la figura 1, donde puede observarse que el proceso no es
estrictamente secuencial, las fases se encuentran relacionadas, se avanza (flechas de
linea continua) o se retrocede (flechas punteadas) dependiendo de si los resultados
alcanzan o no los objetivos planteados en cada una de ellas. Es necesario hacer notar,
gue alguna de las etapas de la metodologia seguida en los articulos presentados, a su
vez, puede estar constituida por un ciclo de fases como el mostrado, tal y como se
podra ver en detalle en la seccidon que contiene el resumen de los mismos.
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De las fases detalladas, es indudable que la fase de Modelado es la que mayor
importancia cobra en las referidas publicaciones, puesto que su caracter novedoso
radica en la aplicacién de distintas técnicas de Mineria de Datos, concretamente en la

aplicaciéon de algoritmos de Inteligencia Artificial.

Pueden ser dos los objetivos en un proceso de descubrimiento de conocimiento con
Mineria de Datos [8]:

e describir los datos en forma de patrones inteligibles
e predecir el comportamiento futuro de algunas variables

y los dos estdn presentes en los trabajos publicados: buscando patrones de
comportamiento de la demanda, identificando paradas, modelando los tiempos de
paso de las expediciones y los tiempos de viaje, utilizando para ello técnicas de
agrupamiento; y creando funciones para predecir la demanda de viajeros aplicando
redes neuronales.

El agrupamiento es una técnica que realiza una distribucion de elementos entre un
namero prefijado de grupos, particiones o segmentos, de acuerdo a una medida de
similitud entre ellos, de tal forma que la similitud media entre elementos del mismo
grupo sea alta y la similitud media entre elementos de distintos grupos sea baja. Un
elemento que se suele utilizar como identificativo de un grupo es el centroide, que se
define como aquel elemento (existente o no en el conjunto de datos inicial,
dependera de la técnica aplicada) que minimiza la suma de las similitudes al resto de
los elementos del grupo. Para evaluar la calidad de los segmentos resultantes no es
posible utilizar medidas basadas en la asignacion previa de cada elemento a su grupo,
como el indice de Jaccard. Una forma de hacerlo es en base a sus siluetas [40], que
representan su “estrechez” y su “separacion”, utilizando el promedio de las siluetas
de las particiones como medida para seleccionar el nimero 6ptimo de grupos en el

conjunto de datos.

Las redes neuronales, en cambio, son modelos matematicos muy genéricos, precisos,
equivalentes al modelo autoregresivo no lineal para series temporales, y muy
convenientes para abordar problemas de transporte por su capacidad de trabajar con
cantidades masivas de datos multi-dimencionales, su flexibilidad de modelado y
generalizacion [9]. Inspirado en el modelo bioldgico, se componen de una serie de
elementos interconectados de procesamiento simple, denominados neuronas o
nodos. Cada nodo recibe una sefal de entrada que puede ser un estimulo externo o
la sefial de salida (informacion) de otros nodos, la procesa con una funcién de
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activacion o transferencia, y finalmente genera una sefal de salida, externa o hacia

otros nodos.

Existe una gran variedad de redes neuronales, pero la mas utilizada en problemas de
estimacion es la denominada de perceptrones multicapa (multi-layer perceptrones,
MPL), compuesta de varias capas de nodos [41]:

* La primera capa, la de entrada, es la que recibe la informacion externa, las
variables independientes o predictoras, las observaciones histéricas de los

datos.

e las capas intermedias, o capas ocultas, constituidas por nodos
completamente conectados.

® Laultima, la capa de salida, la que genera la solucién al problema.

Una red neuronal debe ser entrenada para poder dar respuesta a un problema
especifico. Conocida la salida de un conjunto significativo de datos de entrada, el
proceso de entrenamiento consiste en determinar el peso de los arcos de conexién
entre nodos que minimice una determinada funcién de error en la salida, como por
ejemplo, el error cuadratico medio. Una vez finalizado el proceso, el conocimiento
aprendido se encuentra almacenado en el peso de los arcos y en el sesgo de los

nodos que conforman la red.

Finalmente indicar que todos los desarrollos y herramientas utilizadas en los articulos
presentados se han realizado con software de cédigo abierto, y las principales
aplicaciones han sido:

e Oracle SQL Developer [42], entorno de trabajo libre para el acceso y gestion

de bases de datos.

® Pentaho Data Integration - Kettle [43], herramienta de la plataforma Hitachi
Vantara que permite extraer y manipular datos de distintas fuentes para
generar los eventos a tratar en las tareas de modelado.

e Rstudio [44]. Entorno de desarrollo de R [45], software que proporciona
herramientas estadisticas y un considerable nimero de paquetes entre los
que se incluyen graficos, redes neuronales y algoritmos de agrupamiento.
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1.4. Resumen de las publicaciones.

En esta seccion se presenta un resumen de cada uno de los articulos que conforman
esta tesis, en cuyas fases experimentales se utilizaron los datos de explotaciéon de la
actividad de transporte de la operadora SALCAI UTINSA S.A. (GLOBAL), empresa que
tiene asignada la prestacion del servicio publico regular de viajeros interurbano por
carretera por parte de la Autoridad Unica del Transporte de Gran Canaria, siendo sus
principales magnitudes [46]:

v" 110 lineas
310 vehiculos
2.400 expediciones diarias
2.700 paradas
25.000.000 km recorridos al afo
20.000.000 de viajeros al afio

AN N NN

1.4.1. Applying Time-Dependent Attributes to Represent Demand in Road

Mass Transit Systems

Utilizando atributos dependientes del tiempo para representar la demanda en
sistemas de viajeros por carretera.

El factor tiempo es determinante en cualquier analisis relacionado con el transporte
de viajeros y son multiples las maneras de tratarlo, tal y como puede apreciarse en los
trabajos destacados en la seccion Estado del arte. Cuando la atencion se fija en la
demanda y en la planificacién de los servicios suele distinguirse entre dias laborables,
fines de semana y festivos, periodos lectivos y periodos de vacaciones, y dentro de un

mismo dia, horas picos y valles de afluencia de viajeros [15][25][26].

Atendiendo a la complejidad en el tratamiento de este factor tiempo se plantea la
siguiente hipotesis:

Partiendo de los datos registrados en los viajes realizados por los usuarios del
transporte publico en un amplio periodo de tiempo, es posible caracterizar la
demanda entre una parada origen y otra destino en un determinado intervalo

temporal.

Con objeto de verificar la anterior hipotesis se plantea un nuevo tipo de datos, un
nuevo atributo que haga posible:

11
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Simplificar los procedimientos de prediccion de la demanda entre dos

paradas, asociando ese valor a cada intervalo a estimar.

Obtener informacién inteligible sobre el flujo de viajeros entre dos paradas
que sirva de apoyo en las tareas de planificacion de los servicios.

En este trabajo se propone y se justifica una metodologia para la obtencion del

atributo propuesto, constituida por las siguientes fases:

1.

Definicion de datos. Identificacion de las caracteristicas temporales, de las
escalas temporales a tratar en la generacion del nuevo atributo.

Analisis y evaluacion de las diferentes técnicas de inteligencia artificial para
descubrir categorias, agrupamientos, en ese conjunto de datos, y definicion
de los procedimientos de evaluacién de los distintos resultados de
clasificacion.

Definicion y aplicacion de los procedimientos de validacién de los resultados

obtenidos, y validacion de la hipotesis de partida.

En la figura 2 se puede apreciar que cada una de las fases estd compuesta a su vez

por aquellas caracteristicas de un proceso de descubrimiento de conocimiento, y se

presenta ademas la interrelacion existente entre ellas puesto que, como ya se ha

comentado, no conseguir los resultados esperados supone retroceder y replantear las

técnicas utilizadas y las decisiones tomadas.

2. AGRUPAMIENTO 3. VALIDACION
( )
MODELADO 2
Aplicacion y evaluacion de las Gﬁ\iﬁéﬁ%ﬁ?&?j&%ﬁtﬂfﬁa Calculo de la cantidad de
técnicas de agrupamiento para ol calculo de la entro |'a? informacion
la identificacion de perfiles p
\. .
L]
1
1
1
T A 4 l
( )
PREPARACION DE LOS DATOS PREPARACION DE LOS DATOS
Generacion de los eventos con los Generacion de los eventos para la
acumulados de viajeros en las estimacion de la demanda con
escalas de tiempo determinadas el nuevo perfil
. > w
T : 4
1 1
1
v :
Ve 1
1. DEFINICION DATOS :
1
COMPRENSION DE LOS DATOS EVALUACION MODELADO
Identificacion de las escalas ke 0oL Evaluacion del efecto del Creacion de las redes neuronales
temporales significativas en nuevo atributo en la para estimar la demanda con el
la demanda prediccion nuevo atributo

Figura 2: Fases realizadas en el articulo primero
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Para la fase experimental se seleccionaron dos paradas (parada origen y parada
destino) en tres de las principales rutas de la operadora de transporte, lineas con
diferentes tipos de recorrido y de uso. Las conclusiones y resultados de cada etapa

han sido:

1. Definicién de los datos. Utilizando exclusivamente datos registrados por los
sistemas instalados en los vehiculos de la flota, concretamente el inicio y el
final de la expedicién y el pago realizado por el viajero, se estudian distintas
combinaciones de valores temporales (semana del afio, mes, dia de la
semana, dia festivo, laborable, ...) que fueron posteriormente desechadas a
la vista de los resultados obtenidos en las tareas de evaluacion propias de las
fases sucesivas. Finalmente se selecciona la siguiente escala de tiempo: la
semana del ano, el dia de la semana y la hora del dia.

2. Agrupamiento. Para cada escala de tiempo analizada, se generan los registros
de datos con el total de viajeros que han ido de la parada origen a la parada
destino en ese periodo de tiempo. La estructura final esta constituida por los

siguientes campos.
o P, parada origen de la demanda a analizar.
o Py parada destino de la demanda a analizar.
o W numero de semana del afio.
o Ddiade lasemana.

©  Awpnx demanda total en un dia D, de la semana W, a la hora H desde la
parada P, a la parada P4 donde H puede tomar los valores {ho, hy, ... h¢}
siendo hy la primera hora del dia analizada y h; la Gltima hora del dia

analizada.

El conjunto de registros se somete a procedimientos de segmentacion de 2 a
k grupos que dan lugar a k-1 atributos, donde cada grupo aglutina aquellos
registros con mayor similitud e identifican perfiles diferenciados de demanda.
La validez de los resultados del procedimiento se evaltia midiendo la silueta
de los conjuntos de registros generados para cada valor de k analizado.

3. Seleccién y validacion de los segmentos generados en la fase anterior. En este
paso se realizan dos evaluaciones adicionales: la primera aplicando un
criterio independiente, calculando la ganancia de informacién de las distintas
segmentaciones con los valores de k seleccionados en la fase anterior, y la

13
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segunda aplicando un criterio dependiente, utilizando el nuevo atributo
asociado al valor de k que aporta mayor informacién para estimar la

demanda utilizando redes neuronales.

En todos los casos se consigue mejorar los resultados de prediccion reduciendo el
error observado, aunque el resultado ha sido desigual debido a las distintas
caracteristicas de las paradas tratadas, con flujos de viajeros mas o menos

estacionarios.

Por todo ello, se concluye que es posible generar un nuevo atributo temporal para
clasificar la demanda en sistemas de transporte publico por carretera, capaz de
suministrar mas informacion de los usados tradicionalmente, y representando nuevo
conocimiento que ayude a entender el pasado y el presente, y prediga el futuro. La
generacién de este nuevo atributo se realiza usando como partida datos
habitualmente utilizados por las empresas operadoras de transporte publico, por lo
que puede usarse en un andlisis sistematico de la demanda, poniendo en evidencia
aspectos tales como: paradas generadoras de demanda, demandas simétricas y no
simétricas entre puntos de la red de transporte en funcién de la época del aio o de la

franja horaria del dia, etc.

1.4.2. System Proposal for Mass Transit Service Quality Control Based on GPS

Data

Propuesta de sistema para controlar la calidad del servicio de transporte publico de
viajeros basado en datos GPS

Que los vehiculos lleguen a su hora a las paradas y a las estaciones es uno de los
aspectos mas relevantes a la hora de percibir la calidad del servicio por parte de los
usuarios, pero el transporte urbano e interurbano por carretera se puede ver
afectado por variables externas ajenas a la operadora, tales como densidad del
trafico, condiciones meteorolégicas, cambios en la demanda de los viajeros, etc. Por
todo esto, solo una evaluacion continua de las funciones que miden la adherencia de
los tiempos de paso por las paradas respecto a la planificacion de las expediciones, ya
sea por frecuencia o por horario de paso, hace posible un control exhaustivo de ese

factor de calidad.

14
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La principal aportacion de este trabajo es la verificacion de una hipotesis que consiste
en que, partiendo Unicamente de los datos de posicionamiento que habitualmente se
registran en los los vehiculos de la flota de transporte publico, es posible realizar un
control exhaustivo de la calidad en el cumplimiento horario a partir de una evaluacion
continua de las métricas de calidad correspondientes. El resultado de dicha
evaluacién puede ser utilizado para obtener nueva informacion valiosa de la red de
transporte. La descripcion de la metodologia y técnicas utilizadas para la verificacion
de esta hipodtesis es otra aportacién de este trabajo. Al igual que en el trabajo
anterior, dado que los datos utilizados son datos habitualmente manejados por las
empresas operadoras de transporte publico, la metodologia propuesta puede ser
utilizada sin requerir ninguin despliegue adicional de elementos hardware o software

en los vehiculos.

2. CREACION MODELO ENRIQUECIDO DE LA RED DE TRANSPORTE

MODELADO 4— PREPARACION DE LOS DATOS
Identificacién paradas planificadas | % occccccooo _> Seleccién de los registros de
y no planificadas posicionamiento validos

3. TIEMPOS DE PASO 4. APLICACION METRICAS
a ™ o ™
PREPARACION DE LOS DATOS —} MODELADO
Generacion de los tiempos de paso 4. _____________ Evaluacion de las funciones y
observados por las paradas analisis de los resultados
\_ f . \_ ¢ .
~ N ~ ~N
COMPRENSION DE LOS DATOS ”
Idenﬁﬁca?ién de las Ca.r?deﬁsﬁcas de 4’ """"""" Generaciéﬁ\éﬁLr?ﬁgi':formacién
los reglstrozedig)licas;ijlonamlento Categorias de paradas
& T S . ¢ S
1. SELECCION METRICAS 5. PROPUESTA DE SISTEMA

Figura 3: Fases realizadas en el articulo segundo

Para alcanzar este objetivo se han ejecutado las siguientes fases cuyas relaciones se
muestran en la figura 3:

1. Analisis y seleccion de las funciones, de las métricas, relacionadas con la
calidad del tiempo de paso en transporte por carretera.
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2. Creacion del “Modelo Enriquecido de la Red de Transporte”, necesario para

disponer de la ubicacion de las paradas de las lineas a analizar [47]

3. Andlisis y seleccion de las caracteristicas del “Conjunto de Registros de
Posicionamiento de Calidad”, que sirva de base para obtener los tiempos de
paso de las expediciones realizadas en una linea en un periodo de tiempo
determinado. Las expediciones cuyo recorrido no pueda reconstruirse con
registros de esas caracteristicas seran ignoradas.

4. Aplicacion de las métricas de calidad seleccionadas al conjunto de datos,

analisis de los resultados y verificacion de la obtencion de nueva informacion.
5. Propuesta de sistema de control de calidad.

Aplicando las tareas propuestas a una linea concreta de la red de transporte, a
continuaciéon se presentan las principales decisiones tomadas y los resultados
alcanzados en cada una de ellas.

1. Debido a la naturaleza de los datos disponibles, transporte planificado de
baja frecuencia, se seleccionaron dos de los indicadores cominmente mas

utilizados para medir la confiabiliad en planificacion [11]:

e “Retraso en la Llegada” (Arrival Delay - AD) que representa, de cada parada
de cada expedicion realizada, la diferencia entre el tiempo de llegada real y el
tiempo de llegada planificado.

ADparada i = tiempo de paso real — tiempo de paso planificado

parada i parada i

(1)

e “Variacion de Tiempo de Viaje"” (Run Time Variation - RVT), de especial
interés para trayectos de larga distancia, calcula la variacion de tiempo que se
produce en cada expedicién. Depende del nimero de paradas total y del
retraso en la llegada a cada parada.

parada i |

Zn |tiempo de paso real,,, 4, ;—tiempo de paso planificado

i=1 tiempo de paso real ;. ;

RTVéxpedicién e — n

(2)

2. Puesto que se parte Unicamente de los registros de posicionamiento
registrados en los vehiculos, es necesario obtener en primer lugar la
ubicacion exacta de las paradas, indispensables para disponer del tiempo de

paso real por cada una de ellas. Es por eso por lo que, partiendo del conjunto
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de posicionamientos de calidad registrados con velocidad cero, con el
vehiculo parado, y aplicando técnicas de agrupamiento, se genera el Modelo
Enriquecido de la Red de Transporte que distingue entre aquellas paradas
planificadas en el servicio y aquellas relacionadas con sefiales de trafico. Para
el andlisis realizado en este articulo la ubicaciéon de las paradas esta
determinado por los centroides de cada uno de los grupos asociados a

paradas planificadas.

Un aspecto fundamental para un control de calidad de confianza es la
integridad de los datos que participan en el andlisis, por lo que para obtener
los tiempos de paso de cada expediciéon por las paradas que conforman la
ruta, el conjunto de registros de posicionamiento a considerar de cada una de
ellas ha de cumplir las siguientes condiciones:

= Ha de contener datos de posicionamiento de buena calidad.
= Debe ser coherente con las expediciones realizadas:
® Representar todo trayecto realizado, de inicio a fin.

e Contener al menos un registro de posicionamiento para cada
parada de la ruta cuya distancia a la ubicaciéon determinada
por el centroide correspondiente sea menor o igual a un
umbral previamente definido, y que determina la precision

de las medidas.

Seleccionadas las expediciones que cuentan con registros de posicionamiento
de calidad, se calculan los tiempos de paso por cada una de las paradas de la
ruta, que viene determinado por el momento en el que se registra la

localizacién mas cercana a su ubicacion real.

Una vez que se dispone de las horas de paso por las paradas de un conjunto
significativo de expediciones para el periodo de tiempo de estudio, se evalta
la puntualidad o la regularidad de los servicios aplicando las métricas de
calidad. Cuando la funcién es el “Retraso en la Llegada”, el resultado dara
lugar a nuevas categorias de paradas, que supone una evaluacién de la
calidad en el espacio. Cuando se analiza la “Variacion de Tiempo de Viaje” de

las expediciones, se realiza una evaluacion de la calidad en el tiempo.

De manera resumida, la propuesta final de sistema de control de la calidad se
muestra en la figura 4, donde se destaca especialmente que la Unica fuente
de datos que se considera para el control de la calidad son los registros de
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posicionamiento generados en los vehiculos y almacenados en la base de

datos de transporte de la operadora.

SISTEMA DE CONTROL DE CALIDAD

A Calidad en el
Filtrado Obtencion Obtencién | ESPACIO
’ Tiempos de Paso Métricas | sl
J

Linea '

BDT
Periodo Registros de Calidad en el
temporal |posicionamiento TIEMPO

odelo
Enriquecido
Red de Transporte

\ Localizacion
Paradas

Figura 4: Sistema de calidad propuesto

Teniendo en cuenta los resultados obtenidos, se concluye que es posible disefar un
sistema de control de calidad mediante la evaluacién continua de los tiempos de paso
por las paradas de la red de transporte. Un sistema que ademas detecta aquellos
lugares de la ruta que afectan especialmente a la duracién y variabilidad del tiempo
de viaje, uno de los principales indicadores de calidad de servicio en el transporte
publico de viajeros. La identificacién de estos puntos juega un papel importante en el
paradigma actual de gestion inteligente del trafico, ya que permite la aplicacién de
actuaciones especificas orientadas a agilizar el transito de los vehiculos de transporte
publico como puede ser, por ejemplo, la instalacion de sistemas de prioridad

semaforica.

1.4.3. Systematic Approach to Analyze Travel Time in Road-based Mass Transit

Systems Based on Data Mining

Enfoque sistemdtico de andlisis del tiempo de viaje del transporte publico por

carretera basado en Mineria de Datos

Como se ha comentado con anterioridad, para que el transporte publico sea una
alternativa factible a los vehiculos privados, éste debe ofrecer servicios de calidad,
atractivos para el ciudadano. Especialmente cuando se trata de transporte
interurbano el tiempo de viaje es un factor de calidad relevante, desde el punto de
vista de la planificaciéon y el control, y como parte fundamental de la informacién que
se ha de suministrar a los viajeros. Por todo ello, para las operadoras del transporte
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es importante poder disponer de herramientas que les permitan evaluar y analizar los
tiempos empleados en los viajes con objeto de ajustar las planificaciones, analizar y
corregir los factores que afecta a su variabilidad, y mejorar la informacién dirigida a

los usuarios.

La principal aportacion de este articulo es la verificacién de la siguiente hipoétesis: a
partir de la observacion de lo que sucede en la red de transporte, partiendo de los
registros de posicionamiento registrados por los vehiculos junto con los datos de
planificacién de una linea, es posible realizar un analisis continuo de los tiempos de
viaje invertidos por las expediciones con objeto de identificar su comportamiento y
localizar los factores que afectan a su variabilidad. Al igual que en las dos
publicaciones anteriores, otra aportacion es la descripcién de la metodologia y
técnicas utilizadas para la verificacién de esta hipétesis.

1. TIEMPOS 2. BUSQUEDA DE PERFILES
PREPARACION DE LOS DATOS MODELADO
Generacion tiempos a partir g oo omeooooas Obtencién de patrones de

de los tiempos de paso observados comportamiento de los tiempos

L]
1
1
1
H l
1 -
v 3. VERIFICACION RESULTADOS
COMPRENSION DE LOS DATOS EVALUACION
Identificacién tipos de tiemposy  JQ============ Generacion de nueva informacion,
tramos relevantes categoria de paradas

Figura 5: Fases realizadas en articulo tercero

De manera esquematica se plantean las siguientes fases, que se presentan en la
figura 5:

1. Definicién de los tiempos y los tramos a analizar. Definicién y obtencién de
los tiempos de paso a partir del “Conjunto de Registros de Posicionamiento
de Calidad” y generacion de los conjuntos de datos a modelar.

2. Determinacion de las técnicas de extraccion de patrones y de los métodos de

evaluacién de resultados.

3. Determinacién de procedimientos de evaluacion de la nueva informacién.
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Aplicando la metodologia propuesta a la misma linea analizada en el articulo

presentado en el apartado anterior, se tomaron las siguientes decisiones y se

alcanzaron los siguientes resultados:

1.

En esta primera fase se abordan dos cuestiones primordiales: la primera
relacionada con la definicién de los tiempos de interés para el objetivo
planteado, y la segunda relacionada con la ruta a analizar:

I. Tiempos. Siendo fundamentalmente dos los objetivos a alcanzar, conocer
la variabilidad de los tiempos de viaje, su comportamiento en distintos
periodos temporales, y descubrir los factores que le afectan, se decide

analizar los siguientes:

* Tiempo Observado de paso de cada expedicion por cada una de las

paradas a analizar.

* “Retraso en la Llegada” (AD) de cada expedicion por cada una de las
paradas, funcion utilizada habitualmente en el &mbito del transporte que
se presento en el articulo anterior, ecuacion (1).

* “Retraso Relativo en la Llegada” (Relative Arrival Delay - RAD) respecto a
la parada anterior. Con esta medida de tiempo se pretende evaluar lo que
tardan los vehiculos entre dos paradas consecutivas de tal forma que, si
el valor es positivo significa que han empleado mas tiempo que el
planificado, y si es negativo que ha empleado menos tiempo que el
planificado. De esta manera los tramos mas conflictivos destacan de

manera inmediata. Este tiempo viene dado por la siguiente férmula:
RADparada i = ADparada i ADparada i-1 (3)

Tramos. Las lineas en el transporte publico interurbano cubren trayectos de
muchos kildmetros y tienen definidas muchas paradas. Ademas, algunos de
estos trayectos y paradas se encuentran dentro de zonas urbanas, otros en
vias rapidas, y otros en vias comarcales. Por otro lado, hay paradas con gran
afluencia de viajeros, otras donde la proporcion respecto al total de la linea
es poco significativa e incluso alguna que apenas tiene usuarios a lo largo de
la semana. Por todo esto, y con el animo de que la informaciéon suministrada
por el sistema fuera lo mas inteligible posible, se decide no considerar todas
las paradas definidas en la linea sino seleccionar aquellas que cumplan
alguno de los siguientes criterios:
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o tengan un transito de viajeros de al menos un 10% del total

de usuarios de la linea, o

o se encuentren ubicadas al comienzo o al final de un tramo

donde se produce un cambio de via

Una vez definidas estas cuestiones, y partiendo de registros de
posicionamientos de la expediciones completos y coherentes, con las
caracteristicas que ya fueron detallas en el articulo anterior, se genera un
conjunto de datos para cada una de las medidas de tiempo consideradas de
interés: Tiempo Observado, Retraso en la Llegada y Retraso Relativo.

El objetivo de esta fase es encontrar patrones de comportamiento de las
expediciones en lo que se refiere a los tiempos seleccionados, aplicando para
ello técnicas de segmentacion y de evaluacién. De los resultados obtenidos
no solo se concluye el niimero 6ptimo de agrupaciones a analizar en la etapa
siguiente, sino también la conveniencia de utilizar determinada medida de
tiempo o determinados tramos de la ruta, atendiendo a la informacién que
aportan los centroides.

En esta etapa de evaluacion final se utilizan tablas de contingencia para
analizar la relaciéon entre las expediciones incluidas en cada segmento de
cada una de las medidas de tiempo consideradas, y distintos periodos
temporales (hora del dia, dia de la semana, mes). Dada la naturaleza de
dichas medidas, se puede obtener informaciéon relativa a cuando las
expediciones sufren retrasos respecto al horario planificado, y también
informacion respecto a donde se producen esos retrasos y qué tramos de la

ruta afectan al incumplimiento horario.

Por lo tanto, atendiendo a los resultados obtenidos, puede concluirse que es posible

localizar los factores que afectan a la variabilidad de los tiempos de viaje en el espacio

y en el tiempo partiendo de los registros de posicionamiento y de la planificacién de

las lineas. Ademas, la metodologia utilizada basada en Mineria de Datos, se puede

aplicar de manera sistematica con el fin de garantizar un nivel de cumplimiento de los

horarios de paso aceptable para el usuario de transporte publico, y de facilitar la

prediccion del tiempo de viaje en funcion de aspectos tales como época del ano, dias

de la semana y franja horaria del dia. Esta metodologia introduce como aspecto

novedoso el uso de las técnicas de agrupamiento con el fin de obtener los patrones

de comportamiento del tiempo de viaje.
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1. Introduccion

1.5. Coherencia y unidad tematica.

Todos los articulos presentados en este documento han sido realizados dentro de la
linea de investigacion sobre “Sistemas de Transporte Inteligentes” de la division
“Sistemas de Informacion Moviles” del Instituto Universitario de Ciencias vy
Tecnologias Cibernéticas de la Universidad de Las Palmas de Gran Canaria, en
colaboraciéon con la empresa SALCAI UTINSA S.A. (GLOBAL), que en los Gltimos afos
ha puesto a disposicion del equipo investigador datos de explotacion de la actividad
del transporte que realiza. Fruto de esa estrecha colaboracién se ha de destacar el
trabajo publicado que define un marco de desarrollo sistematico de STI para el
transporte publico de carretera [48].

Como se ha comentado con anterioridad, han sido dos los objetivos perseguidos en
los trabajos que constituyen esta tesis - sin perder de vista los intereses expresados
por la empresa - por un lado, la prediccién de la demanda, y por otro la evaluacién de
la calidad del servicio. Ambos han sido abordados desde la perspectiva de la
incorporacion de técnicas de Inteligencia Artificial como procedimientos dentro de un
proyecto de Mineria de Datos, y tratados en paralelo:

* Anilisis de la demanda. En este caso, el propdésito es encontrar un patrén
para predecir el nimero de pasajeros que querran ir de un lugar a otro en un
momento determinado sin considerar la planificacion de lineas y horarios. En
primera instancia y en una publicaciéon anterior se consigue modelar el
comportamiento en un corredor determinado utilizando algoritmos de
clasificacion [49], y es en ese momento cuando, analizando las publicaciones
existentes en ese ambito, se plantea el interés de encontrar una nueva
manera de representar el tiempo que facilite la prediccion de la demanda, y
es la aplicacion de técnicas de agrupamiento y de redes neuronales a ese
problema, lo que da origen al primer articulo que se presenta en este

documento.

e (Calidad del servicio. En base a los datos registrados por los sistemas de
posicionamiento, el segundo de los articulos es el resultado de utilizar
técnicas estadisticas y de reconocimiento de patrones [47] para proponer un
sistema de control de la calidad de los servicios de transporte. El tercero de
los articulos, ha de considerarse como consecuencia de los dos primeros ya
gue tiene como objetivo medir la calidad del servicio analizando los tiempos
de viaje con las técnicas de agrupamiento utilizadas previamente en el
analisis de la demanda.
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Abstract: The development of efficient mass transit systems that provide quality of service is a major
challenge for modern societies. To meet this challenge, it is essential to understand user demand.
This article proposes using new time-dependent attributes to represent demand, attributes that
differ from those that have traditionally been used in the design and planning of this type of
transit system. Data mining was used to obtain these new attributes; they were created using
clustering techniques, and their quality evaluated with the Shannon entropy function and with neural
networks. The methodology was implemented on an intercity public transport company and the
results demonstrate that the attributes obtained offer a more precise understanding of demand and
enable predictions to be made with acceptable precision.

Keywords: clustering; entropy; attribute creation; data mining; intelligent transport systems;
mass transit systems; demand

1. Introduction

According to the International Energy Agency, there were an estimated 870 million passenger
light-duty vehicles on our roads worldwide in 2011, a figure that is projected to grow to 1.7 million in
2035 [1]. This type of mobility, based on private vehicles, is resulting in the deterioration of health,
the environment and safety on the roads. To illustrate this problem, the World Health Organisation
estimates that approximately 3 million people die every year due to health problems caused by
pollution [2] and in the European Union 250,000 people are victims of traffic accidents, and about
10% of these accidents are fatal [3]. Large-scale public road transport systems are an effective means
to respond to mobility needs in a way that is safer and more respectful towards our health and the
environment. For this reason, the development of efficient transportation systems that provide quality
of service is a priority for the authorities and for transport agencies. Consequently, models and
techniques that contribute to the development of efficient systems and that provide quality of service
are a topic of great interest for the academic community.

In the context of large-scale road transport systems, knowledge of demand is important, as it
must be taken into account when rolling out transport systems that provide quality of service to users
and that are efficient from the point of view of resource requirements. Because demand in this type of
system is variable, planning will vary depending on time-dependent characteristics, such as: time of
year, month and day, etc. This article proposes a new type of time-dependent attribute that will enable
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a more precise understanding of demand, and describes how to obtain the attributes systematically by
means of data mining.

This paper makes three main contributions. The first is the proposal of a new class of attributes
to represent the behaviour of demand. These attributes are sensitive to the time periods that affect
demand (time of year, month, day of the week, work day, public holiday, time of the day, etc.).
They provide information about demand and therefore help to develop schedule plans adapted to
the behaviour and to predict future demand. The second contribution is the fact that the proposed
attributes are the result of a clustering process, in which each cluster represents a different demand
pattern occurring in different instants of time. This is a novel approach to classification. The third
contribution is the fact that it was developed in a public road transport system planned by timetable,
an approach used in intercity or long-distance transport. Most of the studies that have addressed
problems related to the subject matter of this paper have been developed in the context of systems
planned by frequency of stops, which is the case of urban transport systems.

The rest of this article is organised into five sections. The following section will review studies
related to the proposed methodology, which will serve to contextualise and highlight its interest and
originality. The methodology, based on data mining, used to obtain the new representation model is
described in the third section. The fourth section is devoted to presenting the results obtained in a real
use case, as the representation model has already been implemented in a public passenger transport
company. The results are discussed in the fifth section. Finally, the conclusions are presented in the
sixth section.

2. Related Studies

The review in this section aims to meet two objectives. The first is to highlight the importance of
demand and models that represent it when developing mass transit systems that provide a quality
service. The second is to review the use of data mining in public transport, setting out the goals that
were pursued and the techniques used.

The efficiency and quality of service in mass transit systems is an important challenge for
the authorities and for transport agencies. This challenge should be addressed through the use
of methodologies and techniques that allow optimal design of the transport network, of planning
and operations monitoring. Moreira [4] conducted an exhaustive review of these techniques and
methodologies, often in relation to demand.

The solution to the problem of designing an optimal transport network resides in striking a
balance between normally opposed factors. A first, essential factor is responding to the mobility needs
of users. Another factor, related to the viability and sustainability of the network, is the resources
that are used. A final factor is the time spent travelling: travel time. In the various methodologies
proposed for an optimal design of the transport network, demand is a factor to consider, and the most
widely-used form of representation is the origin-destination matrix (O-D matrix). This representation
method consists of a matrix in which each row represents the trip origin nodes and the columns the
destination nodes. Thus, the value M(x,y) represents the number of travellers who have travelled
from node x to node y in a given period of time (Desaulniers [5]). In this context, different demand
models have been developed, which can be classified into two categories: deterministic and stochastic.
Deterministic models have been used to predict demand over a period of time [6]. Stochastic models
are a variant of deterministic models. They are used to predict the demand variations that occur daily
in the transport network, for example, and are represented by the O-D matrix containing the mean
value and the standard deviation [7]. An alternative approach to determining passenger flow using
the O-D matrix was proposed by Berbey [8], using fuzzy logic to determine the values of its elements
on a public transport metro system.

In the context of mass transit systems by road, the purpose of an operations planning design
problem is to specify a sequence of operations to be carried out by vehicles in order to create a quality
transport service. In this context, quality of service means adherence to the planned schedules and
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reduction of traveller waiting times at stops. There are two types of operations planning: planning by
frequency of stops and planning by timetable. Planning by frequency of stops is used in urban transport
and the models used generally do not take into account demand quantification data; they assume that
the traveller goes to stops randomly. An exception to this approach is the work of Patnaik [9], who used
data mining, specifically clustering techniques and decision trees, to develop optimal operations plans,
using the cumulative number of passengers travelling in a vehicle on a trip and the passing times
at each stop on the route. Using machine learning techniques—specifically, clustering techniques
and decision rules—Mendes-Moreira [10] described a framework that uses automatic vehicle location
systems (AVL) data to test whether the established schedule plan fits the conditions in the design of the
transport network planned by frequency. Khiari [11] also used clustering techniques based on Gaussian
Mixture Models (GMM) to set bus schedule coverage in a context of planning by frequency, using AVL
and APC data. Although these two studies made use of clustering techniques, the techniques that they
employed were different, as were the data used (location and passenger counting). When the route
is planned by timetable, it is assumed that the arrival of passengers at the stop is a function of the
scheduled passing time, namely, demand conditioned by service (Furth [12]); it is therefore necessary
to predict the number of passengers that will be at the stops on a route at any given time.

On public road transport systems, operations monitoring aims to provide the appropriate
response, usually in real time, to incidents that occur on the transport network and this may affect
adherence to scheduled operations and quality of service. According to Dessouky [13], the type
of information required by the methods implemented by these strategies are: planning of vehicle
operations, information on vehicle headways, a prediction of headway times and a prediction of the
passengers waiting at each of the stops on the route. For this type of method, it is assumed that,
in general, the behaviour of the transport network is stochastic, using probabilistic models to represent
different relevant factors involved in operations control. Hadas [14] proposed an optimisation method
with the goal of improving the reliability of public transport services by optimally reducing the transfer
times required in transport network operations, using O-D matrices obtained at a given time as input
data in simulations to verify the validity of the proposal. Saez [15] proposed a predictive control
method, the objective of which was to minimise the passenger’s travel time, modelling the passengers
that boarded and alighted from the buses with O-D matrices obtained from historical data in different
time periods.

Technological advances in public road transport systems, especially in on-board systems,
sensor networks and personal devices, have allowed for a large amount of data. These data—from
payment systems, automatic passenger counting systems (APC) and automatic vehicle location
systems (AVL)—have allowed researchers to use data mining techniques and, especially, classification
techniques to acquire information on the behaviour of the traveller and the transport network. In the
case of the data from payment systems, particularly those provided by systems based on contactless
cards, Agar [16] defined market segments within public transport users. Lathia [17] proposed a system
to predict individual travel times and Du [18] also used the data from automatic payment systems,
together with socio-demographic data, to obtain behaviour mobility patterns that would enable the
demand for public transport services in areas of urban expansion to be estimated.

Using AVL systems as a data source, Sun [19] proposed a system to predict the arrival time of
buses at stops by combining clustering techniques with other methods. Based on positioning data and,
more specifically, on data generated by GPS devices on taxis, some studies have generated mobility
patterns in urban areas. Yuan [20], starting from segmentation of such a space based on its main routes,
and considering the points of interest located in each of those segments (restaurants, shopping centres,
residential buildings, etc.) and the mobility patterns obtained for all the trips, obtained a set of functions
for each of these segments that characterise this mobility. To this end, a model inspired by probabilistic
topic models [21] was used to recognise content in documents. Zhao [22] segmented the urban space
by means of the quad-tree division, considering only the population mobility data generated in taxis,
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without prior information on infrastructures, since a strong correlation had been found between
infrastructure and the trips made by this means of transport.

3. Methodology

This paper was developed in the context of public intercity or long-distance road transport systems,
which, as previously stated, are scheduled by timetable. In this type of system, operations planning
is carried out using attributes that represent periods of time that must be adapted to variations in
demand in order to optimise the resources to be used. Examples of commonly used time periods are:
working days, public holidays, weekends, school day, etc. Therefore, information about the different
periods that affect demand on the routes of the transport network is a basic requirement for optimal
planning. For example, demand on one route will also vary on the same day, depending on the time
of day. For this reason, scheduling should also use attributes that represent period types such as,
for example, peak and off-peak. Therefore, to design an optimal schedule and to monitor that schedule,
it is necessary to know how demand varies on a given day, and this demand depends on the time
of day.

This paper proposes the use of a new type of attribute to classify demand. For a given route,
each attribute value represents a demand pattern that may occur in different periods of time, such as:
time of year, month, week, day of the week, time of day, etc. The aim is to obtain more precise
knowledge of how demand varies over time, so that this knowledge can be used to optimise the
planning and monitoring of operations. This section presents the methodology used to obtain these
attributes. Based on data mining, it uses clustering techniques to generate them, entropy functions to
evaluate the amount of information that they provide and neural networks to analyse their capacity to

predict demand.

DATA UNDERSTANDING l .

BUSINESS
UNDERSTANDING

EVALUATION

DEPLOYMENT

Figure 1. Process cycle of the CRoss-Industry Standard Process for Data Mining (CRISP-DM) model.

The methodology used was the process-oriented methodology called CRoss-Industry Standard
Process for Data Mining (CRISP-DM) [23]. With this methodology, the processes are clustered in
different phases to form the main cycle (see Figure 1). As can be seen, the process is not strictly
sequential: the phases are interrelated and may move forward (black lines in the diagram) or backward
(grey lines) depending on whether or not the objectives are attained. The purpose of the initial phase,
Business Understanding, is to determine the scope of the problem and set the main data mining project
targets. The data understanding phase is designed to analyse the available data and solve the problems
that may be detected. The data preparation phase comprises all the tasks related to the construction
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of the final dataset that will be subjected to the procedures of the next phase, Modelling, in which
different methods and parameters are tested, the validity of the results is evaluated and, if necessary,
the data preparation phase begins anew. The evaluation phase verifies that the results respond to the
needs of the organisation, which were defined in the first phase of the project, reconsidering them
if necessary. Depending on the project requirements, tasks related to the final phase, Deployment,
may differ, depending on the nature of the project, and involves incorporating the acquired information
in the form of a report or as a new procedure in the organisation.

This study mainly encompasses two of these phases: Data preparation and Modelling. In the
first, Data Preparation, the data that form the basis for this study (listed below) were merged and
complemented, and the dataset for training and testing the neural networks was defined. In the second,
Modelling, the modelling tools were incorporated, and different methods and parameters were tested
to achieve the desired results.

The implementation of this methodology is described below. The public transport company
Global Salcai-Utinsa collaborated with this study by providing access to their data. It is a company
that operates on the island of Gran Canaria (Canary Islands, Spain) and is the main intercity transport
company on this island; it has a fleet of 304 vehicles operating on a transport network with 2686 stops,
110 different routes and 2395 daily routes. Annually, its vehicles travel 28,897,002 kilometres and
transport 19,284,378 passengers [24].

3.1. Data Preparation Phase

The input data used for this methodology are intrinsic to transport services and do not require
external sources. Only records that are considered in the operational systems (operations and payments
made on vehicles) are used, and others, such as vehicle location, are not included. Therefore, the method
may be reproduced on most public transport companies since it does not require very sophisticated
technological means. The data used came from the systems installed on the vehicles of the fleet.
These systems record all the relevant events that occur on the vehicles. For this methodology, the data
records are used to record the beginning and end of each line service, the change of stop, and the
payment made by a traveller on the vehicle, which can be in cash or by means of a contactless card.
Based on the records associated with these events, the objective is to obtain new attributes that describe
the different passenger demand patterns and thus be able to estimate them. Considering the different
periods of time that are used in the planning and monitoring of operations, to classify the demand
patterns, it was considered sufficient to define three different time scales:

o  Week of the year, to detect variations in demand depending on the time of year.
e Day of the week, to detect variations in demand depending on the day of the week.
e  Time of day, to detect variations in demand depending on the time of day.

The events and data used in this study were as follows:

e  Line service start event: the service start date and time, the vehicle that performed the line service,
the route and the trip number.

e Line service end event: the line service end date and time, the vehicle that performed the line
service, the route and the trip number.

e  Stop change event: the date and time of the stop change, the vehicle that recorded the change of
stop, the stop, route and trip number.

e  Cash payment for travel event: the date and time of payment, the vehicle, the type of fare applied,
the number of passengers, the origin stop of the trip, the destination stop of the trip, the cost,
the route and the trip number.

e  Contactless card payment for travel event: the date and time of payment, the vehicle, the type of
fare applied, the number of passengers, the origin stop of the trip, the destination stop of the trip,
the cost, the route and the trip number.
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It should be noted that, although the events and data directly related to the purpose of this study
are those that describe each trip (origin, destination, date, time and number of travellers), all other
events and data have been used for validation purposes. It should also be noted that these data are
operational data that are usually recorded by public transport companies; therefore, the proposed
methodology may be applied to most intercity or long-distance transport companies without the need
for any specific technological installation.

From these data, the initial dataset of records was constructed, specifying the point of origin—stop
P, on the transport network—the destination—stop P; on the network—the demand and the period
of time, T, to be analysed. With these initial specifications and accessing the transport operator’s
database, all the records that represent the line services from the period T and that passed through
points P, and P; were obtained.

Once the integrity of the initial dataset was guaranteed, it was processed and two datasets were
obtained. The first one was used to obtain the new attributes. The second was used as the training
and test dataset of the demand prediction neural network. In Table 1, the record structure of the first
dataset is represented; the meaning of the fields is as follows:

e P, origin stop of the demand to be analysed.

e P, destination stop of the demand to be analysed.

e W number of the week of the year, assuming that one year has 52 or 53 weeks.

e D day of the week: 1 Monday, 2 Tuesday, ..., 7 Sunday.

e Awpuy total demand on day D, of week W, at time H from stop P, to stop P;. Hy indicates the
first hour of the day analysed and Hy indicates the last hour of the day analysed.

Table 1. Structure of the dataset for classifying demand.

‘ P, ‘ Py ‘ 144 ‘ D ‘ AW,D,H() ‘ AWD,HI ‘ AW,D,HZ ‘ ...................................... ‘ AW,D,Hf ‘

The steps followed to obtain the dataset for classifying demand are described below:

1. Data were obtained from the transport database relating to the bus lines operating on the routes
that include the trip to be analysed in the time period T. This dataset was called L.

2. For each bus line in dataset L, data on the line services that operated during the time period T
were obtained. This dataset was called SL.

3. For each line service in SL, data for all the payments made by the travellers for whom the origin
stop was P, and the destination stop P; were obtained. This dataset was called MT.

For each payment record from the MT dataset, using the recorded date and time of payment,
the movement was added to the corresponding records of the dataset for classifying demand.

The record structure of the training and test datasets for evaluation of the new attribute, based on
its use in the prediction of demand using a neural network, is presented in Table 2. The meaning of the
fields is as follows:

e P, origin stop of the demand analysed.

e P, destination stop of the demand analysed.

e W number of the week of the year, assuming that one year has 52 or 53 weeks.

e D day of the week: 1 Monday, 2 Tuesday; ..., 7 Sunday.

e  Fp, indicates public holiday at the origin stop.

e  Fp;indicates public holiday at the destination stop.

e  Cis the new attribute, the value of which corresponds to a demand pattern for the values P,,
P4, W and D, obtained in the clustering process applied to the dataset for classifying demand.
The demand pattern is the identifier of the cluster.
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e  Nis the number of passengers to be forecast, who go from stop P, to stop Pj.

Table 2. Structure of the data records for the training and test dataset.

[ P | P« [ W [ DJF [FR][]HI]CI]N

3.2. Modelling Phase

This phase consisted of two processes. The objective of the first was to obtain the new attributes
that describe demand and the purpose of the second was to evaluate the attributes that were generated.

The task of obtaining the attributes was carried out using clustering techniques in order to group
the data according to their similarity, thus enabling the creation of different categories. Specifically,
for each pair of stops, a subset of data was generated that exclusively contained the demand data
represented in Table 1 (Aw,p,Ho, Aw,p,Hi, - AwD,Hf)- Each of the mentioned subsets was segmented
into 2 to k clusters giving rise to new k-1 attributes, so that each value of the attribute corresponds
to each of the clusters, which represent different demand patterns. There are many segmentation
algorithms that Xu [25] classified depending on methodology and philosophy: those that use measures
of distance and similarity, those based on quadratic error, on graph theory, hierarchical, and others.
For the purposes of this study, segmentation techniques based on quadratic error were used since they
are capable of handling large datasets that are frequently used in the context of transport, specifically
the K-medoids algorithm [26], because it is one of the most robust against noise. A medoid may be
defined as the object of a cluster whose average dissimilarity to all objects in the cluster is minimal.
It is the point located the closest to the centre in the whole cluster.

The validity of a solution in a clustering problem is evaluated using validity indices. Following the
classification proposed by Aldana-Bobadilla [27], these indices may be classified into three categories:
external indices, which measure the extent to which cluster labels match externally-supplied class
labels; internal indices, which measure the intrinsic information of each dataset, and relative indices,
which are used to compare several different clustering solutions. For the purposes of this study,
an internal index was chosen to measure the quality of the clusters in the first instance: the silhouette
function [28]. This measures the consistency of the cluster based on a comparison of the tightness and
separation of the elements of each segment generated and is computed by the following formula:

1- 28 if a(i) < b(i)
. 0,if a(i) = b(i)
s(i) = 2 = 1if bli) < a(i) )

In Formula (1), a(i) is the average distance from object i to the other objects within the cluster
and b(7) is the smallest average distance from i to all the objects of each of the clusters to which i does
not belong.

Considering different authors, such as Lathia [29], who indicated that it is not always the case that
the optimal value resulting from applying various methods to define the cluster number is the most
appropriate, two additional evaluations were carried out to analyse the result of the segmentations.
The first—independent criterion—consisted in evaluating the new attributes based on the intrinsic
characteristics of the data. To this end, mutual information based on Shannon entropy was used,
as expressed in Formula 2, which, in this case, is defined by the difference in uncertainty about the
number of passengers not incorporated and incorporating the new attribute:

I(Class; Attribute) = H(Class) + H(Attribute) — H(Class, Attribute) )

The second evaluation method—dependent criterion—consisted in applying a data mining
algorithm to ascertain the effect of the attributes and to select them. In our case, a neural network
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was trained using the indicated data to predict demand and the attribute was evaluated for the error
generated with the test dataset. Neural networks for the estimation of demand are commonly used in
the field of transport, due to their ability to process multidimensional data, their learning capacity and
their predictive capacity [30]. Evidently, this second method is more costly in computational terms.
The set of procedures involved is illustrated in Figure 2. This figure shows the main processes of this
study, framed within the Data Preparation and Modelling phases:

e  Data Preparation phase. Depending on the defined time granularity, creation of the datasets to be
modelled from the origin-destination matrices.

e Data Modelling phase, divided in two main tasks: generation and evaluation of 2—k clusters,
using an independent criterion and a dependent criterion.

Existing Data
— DATA PREPARATION DATA MODELING

Production DB E
= —
> Origin- destination B Evonts 7‘23
stops
Acquired Data = Time period ATTRIBUTE EVALUATION

= Independent criterion
> Dependent criterion

Figure 2. General scheme of processes in the evaluation of the new attributes.

4. Results

The methodology described was implemented in the intercity public transport company Global
Salcai-Utinsa. It was used to study demand between three pairs of origin-destination stops on widely
used routes by passengers of this company. Since demand was being analysed, six trips were studied
for each pair of origin-destination stops, in both directions (outbound and inbound). The four stops
were chosen according to different types of demand that should exist a priori depending on the
socio-economic characteristics of the geographical areas in which they are located. These stops are
described below:

e  Stop identified with code 0. This stop corresponds to the main station in the city of Las Palmas
de Gran Canaria, the capital of the island and the most populated municipality, which has the
greatest number of public and private service centres.

e  Stop identified with code 11. This stop corresponds to the main stop in the municipality of
San Bartolomé de Tirajana. This is the biggest tourist municipality on the island of Gran Canaria;
according to records, in 2016 it had 88,297 tourist beds [31].

e  Stop identified with code 66. This stop corresponds to the main stop in the municipality of
Santa Brigida. This municipality is a dormitory town for the capital of the island and its per-capita
income is the highest on the island.

e  Stop identified with code 99. This stop corresponds to Gran Canaria Airport. In 2016, this airport
was used by 12,093,646 passengers, and is ranked fifth in the list of Spanish airports by the number
of passengers [32].
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From these stops, the following pairs of origin-destination stops were selected to analyse demand
on the inbound and outbound trips:

o  Trips between stops 0 and 66: trip from stop 0 to stop 66 (0-66) and trip from stop 66 to stop 0

(66-0).

e  Trips between stops 0 and 11: trip from stop 0 to stop 11 (0-11) and trip from stop 11 to stop 0
(11-0).

o  Trips between stops 99 and 11: trip from stop 99 to stop 11 (99-11) and trip from stop 11 to stop 99
(11-99).

With regard to the tools used, in the data preparation phase, Oracle was used for the database
system and Pentaho for integration and visualisation. In the Modelling phase, the RStudio framework
was used; more specifically, the Cluster [33], FSelector [34] and Neuralnet [35] modules. The data
related to demand (Aw p i in the dataset for classifying demand and N in the dataset for evaluating
demand) were scaled in the processes of clustering and prediction with neural networks, using the
maximum and minimum values for each of the routes. In the process of clustering, the metric used
to calculate the dissimilarities between observations was the Euclidean distance, and the medoids
were not initially specified. Nor were the weights of the neurons of the hidden layer initialised in the
processes of creating the neural networks, where the differentiable error function used was the sum of
squared errors.

4.1. Creation of the New Attribute

The results obtained in the creation phase of the new attributes are described below. As stated
above, the structure of the data used is illustrated in Table 1. An origin—-destination matrix was
generated for each of the analysed routes, based on the direct or contactless card payment records of
the passengers that made this trip, regardless of the bus line, between the first and final date of the
analysis and during a specific time period. The period analysed was all of 2015, from 6:00 a.m. to
10:00 p.m. Table 3 shows the number of passengers on the trips analysed according to the means of
payment used. From these initial specifications to define the period of analysis and considering the
meaning of the data fields in Table 1 (dataset for classifying demand), the following values are used:

e  P,—P;may have the following values: 0-66, 66-0, 0-11, 11-0, 99-11 and 11-99.

e W has a value of between 1 and 53, since 2015 had 53 weeks.

e Dhasavalue of between 1 and 7.

e Awp,H total number of passengers on day D, of week W, at time H from stop P, to stop P;.
Hp indicates the first hour of the day analysed (06:00) and Hy indicates the last hour of the day
analysed (22:00).

Table 3. Number of passengers on each trip according to the means of payment used.

Trip O-D Direct Payment Passengers Card Payment Passengers
Trip 0-66 53,067 34,127

Trip 66-0 41,701 23,848

Trip 0-11 135,715 17,173

Trip 11-0 125,181 15,074

Trip 99-11 73,026 2086

Trip 11-99 76,214 2251

From the dataset for each trip, comprising the values indicated in Table 1 (Aw p,mo, Aw,p,H1, --r
Aw,p,Hp), seven different clusters were created according to the number of segments considered, from 2
to 8, using the K-medoids algorithm. The consistency of each of the seven clusters was evaluated with
the silhouette function.
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Figure 3 shows the mean value for the silhouette function [26] obtained in each of the seven
clusters for each of the analysed routes. The figure shows that the groupings of 2, 3 and 4 clusters are
those that obtain higher consistency values. Owing to this result, only the new attributes resulting
from these three cluster groups were evaluated; these new attributes were named K2, K3 and K4.
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Figure 3. Result of the consistency analysis using the silhouette function. The horizontal axis represents
the number of clusters considered in each clustering process. The average values obtained with the
silhouette function are represented on the vertical axis.

Figure 4 illustrates the clustering result with three clusters for three of the six routes analysed,
with the representative medoid of each cluster in blue.
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Figure 4. Clustering of three of the trips analysed. The horizontal axis represents the time of the day,
from 6:00 a.m. to 10:00 p.m. The vertical axis represents the number of passengers, normalised. In the
upper part of the graph for each cluster, the number of data records for that cluster and the consistency
value of the cluster obtained with the silhouette function are indicated: (a) Clusters 1, 2 and 3 of Trip
0-66; (b) Clusters 1, 2 and 3 of Trip 0-11; and (c) Clusters 1, 2 and 3 of Trip 99-11.

This task gave a relationship between the fields Py, P;, W and D with the new attributes, such that,
in the next evaluation phase, the value of said attribute was assigned to the C field of the corresponding
data record of Table 2.

4.2. Evaluation of the New Attributes.

The new attributes were evaluated according to two different criteria. The first applied criterion
was the independent criterion, which consists of evaluating the information gain using the Shannon
entropy function. To do this, the value of this gain was calculated for each of the attributes frequently
used in planning (month, week of the year, day of the week and public holiday) and the new attributes
(K2, K3 and K4) with respect to the number of passengers class (attribute N of the data records from
the learning and test datasets represented in Table 2).

Figure 5 shows the entropy values obtained for the analysed trips and the values obtained for
each of the hours of greatest passenger numbers on each of them: 2:00 p.m.-3:00 p.m. on Trip 66-0;
7:00 a.m.-8:00 a.m. on Trip 66-0; 3:00 p.m.—4:00 p.m. on Trip 11-0; 10:00 a.m.-11:00 a.m. on Trip 0-11;
5:00 p.m.—6:00 p.m. on Trip 11-99 and 8:00 a.m.-9:00 a.m. on Trip 99-11. The graphs show that the new
generated attributes individually obtain a high information gain value in comparison with the classic
time-dependent attributes used as reference.

35



2. Publicaciones originales

Entropy 2018, 20, 33 12 0f 18
66-0 14h 0-66 7h
c 1 e ]
@ «© | @ @ |
O o o—0 o o
5 2 5 o—s
g« . e g <] . o
E © £ ©
S B /\ / s il / \ /
=9 o e/ \' ‘/ = o | o o \9 ./
o T T T T T T T o T T T T T T T
Month Week WDay HOr  HDe K2 K3 K4 Month Week WDay HOr  HDe K2 K3 K4
A"'{B’i'es A“?B tes
11-0 15h 0-11 10h
c 1 c ]
© @ | @ © |
O o O e °
§ | § 1 / —
= 0 T
E S ,/ g R o
2 1 o 2 1 o,
£ o / £ o /
&=t T T T T T T T = T T T T T T T
Month Week WDay HOr HDe K2 K3 K4 Month Week WDay HOr  HDe K2 K3 K4
Allrab tes Attribytes
& (a
11-99 17h 99-11 8h
c 1 [ = ]
S @D T @ |
0 e jON=]
5 5 1
g < R o
4 ! "
g o | P g o | J———
£ - o £ ° /
= o ¢ o T T
Mo‘nth Week WDay HlOr Hbe K‘2 KES K‘4 Mo'nth Week WDay Hbr Hbe K|2 Ké K‘4
Allr{'b tes Allr?? tes
& ¥

Figure 5. Shannon entropy values for the classic attributes and the new attributes against the number of
passengers class for each of the trips analysed in the peak time period for each of them. The evaluated
attributes are represented on the horizontal axis. The vertical axis represents the information gain value
using the Shannon entropy function. At the top of each graph, the trip and the peak time of the trip are
indicated. (a) entropy of Trip 0-66; (b) entropy of Trip 66-0 ; (c) entropy of Trip 0-11; (d) entropy of
Trip 11-0; (e) entropy of Trip 99-11; (f) entropy of Trip 11-99.

As a second evaluation criterion, the effect of the new attributes was used to predict demand
through neural networks. Specifically, “Resilient Backpropagation with Weight Backtracking” networks
were used, due to their rate of convergence. The number of input neurons was determined by the total
number of attributes used and the number of neurons in the hidden layer varied between one and five.
In all cases, there is an output neuron with the estimated total number of passengers.

In this case, the network training and evaluation procedure was carried out using the
cross-validation technique that provides an estimate with low bias [36], using the same records
that correspond to the year of study (2015). Specifically, five folders were used. The observed error,
Eo, in the prediction is the average value of the error obtained, E(i), for each of the events, i, and is
calculated as the difference between the normalised values of the real value, VR(i), and the estimated
value VE(i):

E(i) = [VR(i) — VE(i)]| ®)
Eo = i % x 100 4)

i=1

Figure 6 shows the errors observed when estimating demand with the month and day of the week
attributes and when it was estimated adding each of the new generated attributes to them. As was done
with the entropy evaluation, this estimate was made in the time period with the greatest number of
travellers on each route analysed. In all cases, it can be seen that the incorporation of the new attribute
reduces the error in the estimation; in the case of Trip 0-66, this is close to 40% for the network with
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five neurons in the hidden layer. Table 4 gives a summary of the aforementioned results, representing
the mean observed error on each of the routes for the different neural network configurations used.
The baseline was the prediction using only the month and day of the week-attributes that are frequently
used in this type of prediction [37]. As can be seen when adding any of the new attributes, the error in
the prediction was reduced, in some cases by up to 30%.
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Figure 6. Observed error in the prediction of demand on each of the trips analysed in the peak periods
of each one of them. The number of neurons in the hidden layer is represented on the horizontal axis.
The vertical axis represents the observed error. At the top of each graph, the trip and peak time for
which the prediction was made are indicated. (a) error on Trip 0-66; (b) error on Trip 66-0 ; (c) error on
Trip 0-11; (d) error on Trip 11-0; (e) Error on Trip 99-11; (f) Exrror on Trip 11-99.

When choosing the number of clusters to be used to obtain the new attributes, two mistakes
must be avoided: the first is that the number of clusters chosen is greater than the number of clusters
that actually exist in the data, and the second that the number of clusters chosen is lower. Although
it depends on the context of the problem to be solved, it is worse to commit the latter error since
this would lead to a loss of information when the results are interpreted [38]. Considering the above
and observing, firstly, that the best consistency value was obtained using two clusters and, secondly,
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that analysis of the clusters, in terms of the information provided and the error committed in the
prediction, shows that better results are obtained with three and four clusters, it was decided that three
clusters would be used to interpret the results in the following Discussion section.

Table 4. Mean observed error for the different configurations of the neural network (number of units

in the hidden layer).
Trip (Peak Period)
Attributes 0-66 (14 h) 66-0 (7 h) 0-11(15h) 11-0(10h)  99-11 (17 h) 11-99 (8 h)
Month and Day of the week (baseline) 12.28 11.27 9.49 11.63 9.64 7.96
Month, Day of the week and K2 9.95 9.25 9.04 10.76 8.95 7.57
Month, Day of the week and K3 8.03 8.78 8.15 8.64 8.87 7.29
Month, Day of the week and K4 791 8.94 7.16 7.93 9.35 7.25

5. Discussion

Evaluation of the proposed new attributes show that they can provide information in addition
to that provided by traditional time-dependent attributes. From the demand patterns, represented
by the new attributes, more precise knowledge of demand can be obtained if we analyse each one
of the obtained clusters. One way to analyse the results is to use contingency tables to represent the
proportion of data from each of the clusters belonging to different periods of time, in order to obtain
the types of time periods that significantly affect demand. Figure 7 shows, for the grouping of three
clusters, two contingency tables for three of the six trips analysed, one with the months of the year
(Figure 7a,c,e) and the second with the days of the week (Figure 7b,d,f).

It can be seen in Figure 7a that, in the case of Trip 0-66, Cluster 3, which corresponds to the
highest demand profile (Figure 4a) is concentrated mainly in 10 months of the year (January-June
and September-December). These periods correspond to school periods in which the use of public
transport to go to schools pushes up the number of public transport users. For this same route,
Cluster 2, which is associated with an average demand profile, is concentrated in the months of July
and August, a holiday period in which travel to school decreases. Cluster 1, which corresponds to the
lowest demand profile, has a uniform distribution over every month of the year and is concentrated
on days of lower working activity (Saturday and Sunday) (Figure 7b).

For Trip 0-11, the interpretation of the new attributes indicates a demand that is different and more
complex from the previous patterns. In this case, the cluster with the highest demand profile is Cluster
2, with data records concentrated mainly from January to March, and, in August, November and
December (Figure 7c). It is followed by Cluster 3, which is mainly concentrated in the period from
April to June. Taking into account the time slots in which demand peaks occur (Figure 4b) and the
fact that most travellers use direct payment instead of card payment (Table 3), this behaviour can be
interpreted as visitors returning from the city of Las Palmas de Gran Canaria to the tourist centre
where they are staying (San Bartolomé), since Cluster 2 corresponds to the months of the high tourist
season and Cluster 3 to the low season. This demand can also be explained by the overlapping of two
types of high and low season seen in the tourist destination of San Bartolomé de Tirajana. In winter,
visitors come mainly from the countries of northern and central Europe, while, in the summer months,
domestic tourism predominates. As was the case with the previous trip, a specific demand profile for
Saturdays and Sundays reappears, corresponding to Cluster 1 (Figure 7d).

For Trip 99-11, in the analysis with contingency tables of attribute K3, they show that the cluster
with the highest demand profile is Cluster 2, which mostly corresponds to the months of January,
February, March, November and December (Figure 7e). This behaviour can be interpreted as the flow
of travellers arriving at the airport and travelling to their place of accommodation in the tourist high
season, which corresponds to visitors from central and northern Europe for whom the use of public
transport is a more common habit than it is for domestic tourists. In addition, the contingency table for
the days of the week (Figure 7f) shows demand that is different from the two previously mentioned
trips. In this case, the days of lowest passenger numbers do not come on the weekend; they are on
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Tuesday and Thursday. This weekly demand can be interpreted as being related to flight scheduling
by the airlines.

(U]

Figure 7. Graphic representation of the contingency table for the groupings of three clusters of three
trips of the six that were analysed, according to the month of the year and the day of the week.
The horizontal dimension is associated with a period of time (month in the tables on the left and
day of the week in the tables on the right). The vertical dimension is associated with the clusters.
(a) clusters of Trip 0-66 according to the month; (b) clusters of Trip 0-66 according to the day of the
week; (c) clusters of Trip 0-11 according to the month; (d) clusters of Trip 0-11 according to the day of
the week; (e) clusters of Trip 11-99 according to the month; (f) clusters of Trip 11-99 according to the
day of the week.

Analysis of the medoids of the new attributes also makes it possible to infer information about
demand, particularly when jointly studying the medoids of the trips between the pairs of stops under
analysis. This analysis sheds light on which stop attracts the most passengers on that route depending
on the time and makes it possible to infer what type of passenger makes the trip. Figure 8 shows the
three medoids of Trips 0-11 and 11-0, to illustrate this aspect of the discussion. A significant common
characteristic of the trips, pertaining to the profiles of greatest demand on these two trips (Figure 8b,c
for Trip 0-11 and Figure 8e,f for Trip 11-0), is the fact that, for both trips, the time periods in which the
peaks of greatest demand are produced in the two groups coincide. For Trip 0-11, from the main station
in Las Palmas de Gran Canaria to the main stop in San Bartolomé, this peak time occurs between
2:00 p.m. and 4:00 p.m. For Trip 11-0, from the main stop in San Bartolomé to the main station in Las
Palmas de Gran Canaria, this peak in demand occurs between 9:00 a.m. and 11:00 a.m. This behaviour
leads to the conclusion that the typical passenger between these stops travels from stop 11 to 0 between
9:00 a.m. and 11:00 a.m., and returns between 2:00 p.m. and 4:00 p.m. It may also be concluded that
this passenger is a visitor who is staying in the tourist town of San Bartolomé and is making a short
visit, of between three and five hours, to the city of Las Palmas de Gran Canaria; the duration of the
visit matches the visitor’s time habits. This interpretation, based on the cluster medoids, is coherent
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and reinforces the interpretation of the contingency tables for this route: associating the periods in
which the two patterns of greatest demand were produced with the island’s two tourist seasons.
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Figure 8. Medoids of three clusters of the two trips between stops 0 and 11. The medoids in blue are
those obtained for the route between stop 0 and 11 and the medoids in red are those obtained for the
route between stop 11 and 0. The horizontal axis represents the time of day, from 6:00 a.m. to 10:00 p.m.
The vertical axis represents the number of passengers, normalised: (a) medoid of Cluster 1 on Trip
0-11; (b) medoid of Cluster 2 on Trip 0-11; (¢) medoid of Cluster 3 on Trip 0-11; (d) medoid of Cluster 1
on Trip 11-0; (e) medoid of Cluster 2 on Trip 11-0; (f) medoid of Cluster 3 on Trip 11-0.

With regard to the prediction made using the new attributes, this was done using cross-validation
since the main objective was to evaluate them and the method used to generate them. However,
the results are promising since the incorporation of the new attributes reduces error when compared to
traditional attributes, with the exception of two configurations of the network on Trip 99-11, where this
error is equal.

6. Conclusions

This paper proposes a new type of time-dependent attribute to classify demand on public road
transport systems. Moreover, the methodology that was followed has been described and implemented
to facilitate the systematic generation of these attributes. The methodology is based on data mining.

From the results that were obtained from implementation in a real use case of demand analysis
in a public passenger transport company, it was concluded that the proposed new attributes provide
more information than the time-dependent attributes that have traditionally been used to design
transport networks and to schedule public road transport systems. In addition, these new attributes
enable us to classify demand over different time scales, taking into account different factors, and to
obtain information on aspects such as the stops that attract the most passengers, type of traveller and
reason for the trip.

The results have demonstrated the suitability of the methodology for the systematic acquisition
of these new attributes. It is based on data mining and, more specifically, on clustering techniques,
entropy analysis and neural networks. Finally, this methodology can be implemented in most intercity
public transport companies, since it uses data that are usually found in companies’ information systems,
so it does not require external data sources.
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Abstract: Quality is an essential aspect of public transport. In the case of regular public passenger
transport by road, punctuality and regularity are criteria used to assess quality of service. Calculating
metrics related to these criteria continuously over time and comprehensively across the entire
transport network requires the handling of large amounts of data. This article describes a system for
continuously and comprehensively monitoring punctuality and regularity. The system uses location
data acquired continuously in the vehicles and automatically transferred for analysis. These data
are processed intelligently by elements that are commonly used by transport operators: GPS-based
tracking system, onboard computer and wireless networks for mobile data communications. The
system was tested on a transport company, for which we measured the punctuality of one of the
routes that it operates; the results are presented in this article.

Keywords: intelligent transport systems; public transport systems; operation control; automatic
vehicle location

1. Introduction

In modern societies, mobility plays a significant role in quality of life and is an aspect that has a
considerable influence on the socioeconomic development of people. Because of this, we are currently
witnessing a large-scale use of transport systems that is giving rise to problems such as environmental
degradation, traffic congestion and an increased risk of road accidents. Different local, national and
international agencies are constantly producing reports that highlight both the importance of transport
systems and the need to address the problems inherent therein. It is estimated that over 40% of the
world population spends at least an hour a day travelling by road [1]; the relationship between the
rising number of people with heart, respiratory and brain diseases and high levels of pollution has
been proven by medical studies [2]; the World Health Organisation [3] estimates that around 3 million
people die annually due to outdoor air pollution; and finally, according to statistics, every year 250,000
people in the European Union [4] are seriously injured as a result of traffic accidents, with road fatalities
at about 10% of that figure. Transport agencies are tackling these mobility-related problems mainly by,
firstly, promulgating traffic rules and regulations that benefit transport and, secondly, using technology
to develop more efficient transport systems. A highlight of the latter approach is the use of intelligent
transport systems (ITS) to develop public transport systems that are more efficient, environmentally
friendly and attract citizens away from the use of private transport. The key element in making a
public transport system attractive to citizens is quality, an aspect that means responding to mobility
needs and running on schedule. There is general consensus on the aspects that influence public
transport users’ perception of service quality. These are, mainly, punctuality, real-time availability
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of information on timetables including incidents affecting the service, and shorter waiting times at
stops. There are even recommendations and standards, and legislation such as that which exists in
the European Union [5], which sets out the parameters to be considered when assessing the quality of
service provided by a public transport operator, which include timetable adherence. Because public
road passenger transport is affected by external variables such as traffic and weather conditions, user
demand, etc., comprehensive quality control in a transport network requires continuous assessment.
And this requires elements from the transport network infrastructure, such as sensors, and computer
and communications systems, to obtain the required data, which are on a massive scale in the case of
medium to large transport networks.

This article presents a system for continuously and systematically evaluating the service quality
of a public road passenger transport operator. This systematic evaluation is performed using vehicle
tracking systems and mobile communications infrastructures used by transport operators, the set-up
of which does not require any specific deployment of new devices. In addition, the data provided by
the proposed system are integrated into the data model used by the transport operator, thus allowing
detailed and continuous analysis of important aspects such as the punctuality or regularity of the
services provided to users.

In addition to this introductory section, this article is organised into seven sections. The second
section reviews related studies, focusing on the criteria, parameters and systems used to measure the
quality of service in public transport by road. The third section explains a number of preliminary ideas
and concepts to be used in the rest of the article: a general description of the positioning system used
by the system (GPS), and a presentation of the conceptual and formal model of the entities involved in
evaluating quality of service, as well as the criteria and parameters used. Having reviewed related
studies, introduced the proposed system and formalised the problem, in the fourth section we explain
the challenges that must be tackled in quality control of a public road passenger transport service.
The fifth section describes the proposed system, looking specifically at its operating principles and its
constituent components; the system was tested under real conditions in a local transport company on
the island of Gran Canaria. In the sixth section the results obtained when evaluating the quality of
service are discussed, based on the criterion of punctuality on one of the company’s routes for a period
of one year. Finally, the seventh section contains the main conclusions.

2. Related Studies

In this section we shall review the studies published about quality of service in regular road
passenger transport, with particular reference to publications that deal with criteria and metrics
associated with, and systems used to obtain the data required for, quality control. Peeks et al. [6]
ranked the factors that influence public transport users’ perception of quality according to different
levels of importance. On the first level is safety and reliability, on the second level, the speed of
the journey, and on the third level, convenience, comfort and finally, the experience. According
to Van Oort [7], three factors have a particularly negative effect on the quality of public transport:
unforeseen increases in waiting times for travellers, the time spent by the traveller in situations
of overcrowding due to an overloaded public transport network, and delays in arrival times at
destinations due to the variability of travel times. From the point of view of the traveller, the first
two factors influence the feeling of comfort offered by the public transport service and the third
factor influences their convenience-based decision on whether to use public or private transport.
Moreira-Matias et al. [8] carried out an exhaustive review of the various methods that have been used
to improve and optimise public passenger transport, which included the evaluation of adherence
to public transport timetables. Timetable adherence means arriving at stops and stations on time,
a key aspect in the user’s perception of public transport service quality. It is therefore essential that
timetables are created using techniques that schedule departure and arrival times as accurately as
possible. In this vein, the problems in predicting public transport bus arrival times at stops have been
addressed using different techniques. For example, Yu et al. [9] used Kalman filters, Chang et al. [10]
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proposed a solution based on non-parametric regressions, and Jeong et al. [11] used neural networks.
Once the route timetables have been established, various criteria and associated metrics have been
used to evaluate adherence to those timetables. Turnquist [12] identified two strategies for planning
regular road passenger transport routes: the first consists in planning routes by frequency, and the
second, by timetable. The first planning strategy is used for urban transport and the criterion applied
is regularity. The second planning strategy is used for long-distance transport and the criterion applied
is punctuality. A starting point of reference is the study by Polus [13], in which he proposed the
following indicators for arterial routes: overall travel time, congestion index, overall travel speed
and overall delay. Subsequently, and making use of technological advances in onboard systems
that enable a larger volume of data to be recorded, timetable adherence has been analysed at a far
greater level of detail in the transport network: at a single stop, or on a given section of the route.
Nakanishi [14], Strahman et al. [15] and Barabino et al. [16] proposed using the following parameters:
on-time performance (OTP), run time variation (RTV), headway variation (HV) and excess waiting
time (EWT). The first two are used to measure punctuality and the last two, to measure regularity.
Lin et al. [17] proposed another indicator, called adjacent site punctuality rate. To obtain all these
indicators it is necessary to gather data on vehicle location and the times that the vehicles pass through
each of the control points on the route. Continuous monitoring of all the stops on the route gives rise
to the challenge of managing a massive amount of data, more so when the transport network contains
a considerable number of stops, which is the case of medium to large metropolitan areas.

According to Furth et al. [18], the data used to check and improve public passenger transport
planning may be obtained through three different data sources: surveys of public transport users, and
automatic passenger counter (APC) and automatic vehicle location (AVL) systems. The AVL systems
provide the data source for vehicle location and times of arrival and departure at stops. Several
positioning technologies are used by AVL systems. According to Riter et al. [19], they can be broken
down into three categories: radiolocation systems that establish position with radio signal triangulation
techniques, estimation of the direction and distance travelled (dead reckoning) or proximity detection
systems. Currently, radiolocation systems are the most used, particularly the Global Positioning
System (GPS) [20], although proximity detection systems are also used, such as the system proposed
by Zhou et al. [21], who used a Radio Frequency Identification (RFID) system to detect the presence
of the vehicle at a stop in order to assist travellers with special needs. Examples of AVL system
proposals using GPS have been put forward by Mazlooumi et al. [22], who used GPS data to analyse
public transport travel time variability; Zhao et al. [23], who used GPS data to determine optimal
slack time for planning schedule-based services; Derevitskiy et al. [24] studied traffic conditions in
the transport network using GPS data; Cortes et al. [25] used the same data to estimate bus speed;
Garcia-Castro et al. [26] used GPS data from private vehicles to calibrate the input data used in
different techniques for modelling road traffic and the effects that it causes. GPS is a case of a global
navigation satellite system (GNSS), which has become popular due to its features and the low cost of
GPS receivers. In recent years navigation systems have been used that are able to use the signal from
several different constellations of satellites to obtain more precise position measurements than those
obtained using only signals from GPS satellites; along these lines, Dabove et al. [27] studied the use of
the GLONASS constellation.

The system described in this article evaluates adherence to scheduled passing times on a public
road passenger transport network. The system autonomously and continuously records all the events
that describe the activity carried out by the transport vehicle (bus) by referencing them in space
and time with a level of granularity that enables reliability evaluations using the various indicators
mentioned above. The purpose of this may be to adapt to different modes of transport, such as
long-distance transport routes on which timetable adherence at stops is a key element in the quality of
service, or urban transport, where quality is associated with vehicle frequency. Our proposed system
uses an AVL system that periodically records the vehicle position data every time the GPS reading is
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taken, integrating these data into the model used to represent the transport network, the planning of
services and the activities carried out by the transport company.

3. Preliminary

3.1. Global Positioning System (GPS)

The positioning system used in our proposal is GPS. This system allows the location of mobile
objects (airplanes, ships, cars, etc.) to be determined, thus enabling their route to be monitored.
To provide geolocation information, GPS uses a constellation of satellites that emit a signal that is
received and processed by the receivers built into mobile devices. When a GPS receiver is able to
receive signals from at least four different satellites, a three-dimensional geolocation is obtained
(latitude, longitude and altitude). In addition to position data, the GPS receiver also provides the time
that the data were received; this information comes from the atomic clock on the GPS satellite, which
is encoded and sent with the signal emitted by the satellite. The receiver also provides data indicating
how many satellites were used to obtain the data (data quality) or the time elapsed since they were
obtained (data age). In a conventional GPS receiver, position data errors vary depending on various
factors, with errors of up to 100 m in the early days of civilian use, when the intentional degradation
named Selective Availability (SA) was active [28]. There are positioning systems based on GPS that
provide very precise measurements, such as Differential GPS, which achieves accuracy of less than 2 m.
The errors in GPS data are due to different causes. A first source of error is found in the GPS system
itself: in the errors that occur in the satellite orbits, caused by drift from true time by the atomic clocks
on the satellites and by the geometric configurations of the satellites “visible” to the GPS receiver. Since
its inception, GPS performance has gradually improved; Table 1 presents some performance metrics
for the system from a study conducted in 2013 by the University of Texas, Austin [29]. Among other
performance metrics analysed by this study, this table shows the metrics related to Signal-in-Space
(SIS), User Range Error (URE), Accuracy, Position Service Availability, and Position Accuracy. AOD
refers to Age of Data, which is provided for each GPS reading and indicates the time elapsed since the
last position was calculated.

Table 1. A selection of GPS performance metrics.

Metric Value

<7.8 m 95% Global average URE during normal operations over all AODs
<6.0 m 95% Global average URE during normal operations at zero AOD
SIS URE Accuracy <12.8 m 95% Global average URE during normal operations at any AOD
<30 m 99.94% Global average URE during normal operations
<30 m 99.79% Worst-case single point average URE during normal operations

>99% Horizontal, average location
Position Service >99% Vertical, average location
Availability >90% Horizontal, worst-case location
>90% Vertical, worst-case location

<9 m 95% Horizontal, global average
<15 m 95% Vertical, global average
<17 m 95% Horizontal, worst site
<37 m 95% Vertical, worst site

Position Accuracy

A second cause of error is the propagation medium, i.e., refraction in the ionosphere and
troposphere, and errors produced by the same signal reaching the receiver by two or more different
paths because it has bounced off buildings or natural elements; this error is called multipath error.
A final cause of error in position data is due to errors in the GPS receivers. Our proposed system
uses conventional GPS receivers installed in vehicles, and the accuracy of the data that they provide
depends on the satellite constellation that they are able to view at the time that the position and
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geometry of the constellation is calculated. In an ideal scenario, with constellations of more than
7 satellites an accuracy of less than 2 m can be obtained. Given the different sources of error in the
GPS coordinates, in the case of public transport vehicles, multipath errors are particularly relevant,
especially when the vehicles run through urban areas. Considering the above explanation of GPS,
the user accuracy depends on a combination of satellite geometry, URE, and local factors such as
signal blockage, atmospheric conditions, and receiver design features/quality, adopting our system a
maximum possible error in position data of 25 m, taking into account that the SIS URE Accuracy is
behind 13 m during normal operations at any AOD and the metioned external factors (atmospheric
conditions, multipath, technical manufacturer specifications, ...); henceforth this maximum error will
be represented by E. Figure 1 is a map illustrating the position data captured by public transport buses
that follow a route in an urban area. The blue dots represent the position data, and we can see that
some of these coordinates stray from the road because of GPS data errors.

Figure 1. Examples of GPS location data for public transport buses on a fixed route. The positions are
represented by the blue dots.

It is often the case that, once the vehicle’s GPS geolocation has been obtained, it has to be
positioned on the transport network. This requires a geographic database that contains the positions of
the different points on the transport network. To locate a vehicle on the network, the distance between
its GPS position and the position of the different points on the transport network is used. This distance
can be calculated using different formulae, all of which result in errors since the Earth is not a perfect
shape; it is neither a perfect sphere nor a perfect ellipsoid. In general, the distance formula with the
lowest error is the haversine formula [30], and is therefore used by the proposed system. Given two
points, p1 and p2, with coordinates expressed in radians (lat, lon;) and (laty, lony), the value of this
distance is calculated using the following expression:

Dist(p1,p2) = 2 x R x arcsin(V/A),
where R is the radius of the Earth at the equator and A, a factor calculated as follows:

A= siﬁ(#) + cos(laty) x cos(laty) x sin? <%),

Alon = lony — lony,

Alat = laty — laty.
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This distance function produces an error, owing to the fact that the Earth is not a perfect sphere and
the radius of curvature is not always the same. The maximum error occurs when the points are located
at the greatest possible distance, i.e., in the antipodes—a distance of approximately 20,000 km—the
maximum error being 2 km.

3.2. Conceptual and Formal Model of the Public Transport Network and Activity

This section will describe all the concepts involved in evaluating service reliability. These
concepts are derived from international standards for conceptual transport data models; specifically,
Transmodel [31], a European reference data model for public transport information. The first concept
that we took from this conceptual model is that of transport network. According to this model,
a transport network is made up of all the entities that represent the places, roads and routes necessary
to spatially describe vehicle operations. One such entity is points on the transport network. These
points may represent places where various actions are performed; for example: point where passengers
board or alight from the vehicle, timetable control points, points of interest, etc. Each of these activities
is associated with a classification, and a point may belong to more than one classification. For example,
it may be both a point where passengers board and alight and a timetable control point. The points of
particular interest for the purposes of our system are those points where passengers board or alight
from the vehicle, which will be called, generically, stops. Examples of these points are platforms
at stations or bus stops. In formal terms, the transport network may be modelled using a directed
graph G = (N, A), where N is the set of nodes, in which each node p € N represents a point of the
transport network. A is the set of directed arcs, wherein each arc a € A represents the section of the
route connecting two nodes p, k € N, where p is the start node of the arc and k the end node of the
arc. A route on the transport network is a route that runs systematically, starting at a node that is
a stop on the route, the start node, and ending at another stop, the end node. The set of routes on
the transport network is represented by R and each route on the network by r, ¥ € R. A route r is an
ordered sequence of arcs such that a € A, thus establishing the passing order for each node on the
route: ¥ = (a1, 42, ..., An). The subscript of each arc of the sequence indicates the position in the ordered
sequence, such that the start node on the first arc of the sequence, 41, is the start node of the route
and the end node of the last arc of the sequence, 4y, is the end node of the route. Given a route 7,
defined by a sequence of n arcs, the number of nodes involved in the definition of a line willbe n + 1,
of which at least two must be a stop. To evaluate the punctuality of route r, stop nodes are required.
This subset of nodes of route r will be called route r set of stops, and will be represented by P,; they are
an ordered set of stop nodes, in which the order of each node in the set P, matches the order in which
they are visited on route r. A public transport operator’s schedule, SP, consists of a set SP = {S;}, where
each element S; is called a scheduling unit. Each scheduling unit, S;, is assigned a vehicle resource, a
driver resource and a set of operations to be carried out at a scheduled date and time. If the schedule
is not met, this means an inefficient use of the allocated resources. The operations included in a S;
scheduling unit may be of different types, but for the purposes of monitoring quality of service, line
service operations are of greatest interest. A line service is defined as the completion of route r at a
scheduled date and time. The set of line service operations on route , L, = {I;}, is the set that comprises
all line service operations of route r established in SP; moreover, to represent only the line services
on route 7 to be carried out during a period of time, T, the notation L, T is used. For each line service,
l;, passing times through each of the nodes of set P, are scheduled, and that will be the information
advertised to transport users. On line service /; on route r with n stops, the timetabled passing times
of said line service is an ordered cumulative sequence of times specifying what time, ¢, the vehicle is
scheduled to pass each of the stops on the route, i.e., TPj; = {t1, t2,..., ta} where t; indicates at what time
the vehicle is scheduled to start the line service, t, the arrival time at the second stop, and so on until
the last time, t,, which indicates the scheduled time at which the vehicle will reach the last stop on the
route. The passing times of line service [; on route r vary and depend on various factors, some of which
are related to transportation issues and some of which are not. More specifically, when scheduling
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passing times at the various stops on a line service, it is necessary to consider the time required to
complete each of the arcs that define the route and the time needed by passengers to board or alight
from the vehicle at each stop on the route. The time spent completing the different arcs of the route
depends on the vehicle speed, which in turn depends on variable factors such as weather conditions
when the line service is running or the traffic status, which in turn is a factor dependent on the time of
day the route is operated or the day type, e.g., working day, weekend or holiday, and even on the time
of year. To draw this paragraph on conceptual models to a close, we would like to mention that they
are implemented through a database that contains all the entities and the relationships between the
entities representing the transport network, the deployed resources and the records reflecting all the
facets of public transport operations. This database is called the transport database (TDB).

As mentioned in the previous section on related studies, there are different criteria for assessing
adherence to the timetabled passing times on the line services included in SP. To decide on what
criteria to use, the type of line service must be taken into account. For line services scheduled by
frequency, typical of urban transport, the criterion used is the regularity with which the service is
provided. However, for line services scheduled by timetable, typical of intercity transport, the criterion
used is punctuality. As was stated in the previous section, to evaluate the punctuality of the line
service, the OTP and RTV metrics are used. RTV is calculated using a basic metric called Arrival Delay
(AD) obtained for each stop, p, of a line service on route r, ADj;,. AD is defined as the difference
between the observed passing time through stop p, OT;, and the scheduled passing time through
that stop, STj;,, when operating line service /;. Considering that the passing times for each stop are
measured with respect to the time at which the line service began, this metric is calculated using the
following expression:

ADyip = OTijp — SThjp- (€8]

The RTV metric is calculated using the following expression:

L IOT,,-,FST,Z-,,,

RTVj=n""x Y
) OT;;,

@

As stated in the previous section, for line services operating by frequency, the criterion used is
regularity. To evaluate regularity, the HV and EWT metrics are used. To calculate these metrics, first
the Headway Ratio (HR) parameter has to be calculated using the following expression:

H?
HR!, = ( ik ) x 100 ®3)
' rix

where fll;,k is thescheduled frequency between two line services I;, I;,1 at stop p on route r and Hﬁrkthe
frequency observed between both line services at stop p on route r. The factor 100 represents a perfect
match between observed and scheduled time. If for each pair of possible values for service lines I;, 1,4,
the average and standard deviation of HR at each stop p on route 7 is calculated, then the HV metric is
obtained as follows:

of
Hv? = AR @
HHR
The EWT metric is an estimate of excess user waiting time due to failure to meet the scheduled
frequency of two line services on route r. Its value, at stop p on route r, is obtained from the value HV?

using the following expression:
2

EWTP = WZ*R) (5)
ZXVER
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4. The Service Quality Control Problem

As discussed above, quality of service on regular passenger transport by road is evaluated by
applying criteria which vary depending on whether line services are planned by frequency or by
passing times. In the first case, the criterion used is regularity and the associated metrics to evaluate
regularity are HV and EWT. In the case of line services planned by timetabled passing times, the
criterion used is punctuality and the associated metrics are AD and RTV. From the mathematical
expressions for calculating each of these metrics we may deduce that in order to obtain the values it is
necessary to know the time at which the vehicle arrives and stops—when it stops to pick up or set
down passengers—or the time at which the vehicle passes the stop—when it does not stop because
there are no passengers to pick up or set down at the stop. To obtain these data it is necessary to know
the position of the vehicle, and from this position to locate the vehicle on the transport network, an
action performed by the vehicle’s positioning system. When locating the vehicle on the transport
network, if the position is provided by GPS, it should be borne in mind that sometimes the location
data are erroneous or may not be 100% accurate, depending on the data error caused by the various
factors described in the previous section. When the vehicle passes a stop on the route without stopping,
the time of passing is the moment at which it is nearest the stop; the distance between the stop and
this point is defined by a preset threshold. By contrast, when the vehicle stops to pick up or drop off
passengers, the arrival time at the stop is the moment at which the GPS data indicate that the vehicle
is stationary and its distance in relation to the stop is below a defined threshold. When defining this
threshold, the aforementioned GPS data error must be taken into account, as well as the variable length
of the bus stop parking area; in the case of the transport network of this particular study this distance
varied between 12 and 50 m. If vehicles only stopped at bus stops on their route, the arrival time at
each stop could be obtained with a high degree of reliability, regardless of errors in GPS data. However,
in reality no bus only stops at bus stops; they also stop because of traffic or because of the traffic signals
along the route. The problem is how to distinguish the position of a bus that has stopped because of a
traffic signal from the position of the same vehicle on the same route that has stopped at a bus stop
when the position of the traffic signal and the stop are very close. This is a very common situation on
urban bus routes.

Another challenge that must be addressed when studying the regularity or punctuality of line
services on public transport is the reliability of the results. To achieve a high degree of reliability it
is necessary to work with integral data sets, i.e., complete and correct sets of data. In the context of
public transport, potential sources of error in the data are: failure in position data or in the devices that
process the data, occasional errors due to noise or data that, although correct, have been obtained for
routes that do not match the corresponding route plan. It is therefore necessary to carry out a filtering
process to ensure data integrity when analysing the regularity or punctuality of line services.

A final challenge when conducting a comprehensive and ongoing evaluation of the punctuality or
regularity of public transport services is the handling of the amount of data required, which in the case
of medium to large transport networks is massive. Therefore, intelligent data handling is required.

5. System Overview

The proposed system is designed to continuously and comprehensively evaluate the quality of
service provided by a regular road passenger transport operator. This evaluation is conducted using
metrics commonly used by operators and transport agencies, measuring punctuality—e.g., with the
AD and RTV parameters—or measuring regularity—e.g., with the HV or EWT parameters. Continuous
evaluation of quality of service means that it may be performed at any given time, thus permitting
its evolution to be analysed in different calendar periods (working days, holidays, weekends, time of
year, etc.). Comprehensive evaluation means that the metrics can be obtained with different levels of
granularity, i.e., for a set of routes, for specific routes, or for a set of individual stops.

The system primarily uses four resources that are usually employed in regular public passenger
transport by road: GPS vehicle tracking system, the computing and storage systems used in vehicles
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to record and monitor the activities carried out on board, the communications system used to transfer
data between the head office and the vehicles, and the transport database (TDB). The system consists
of two modules: the AVL Module (AVLM) deployed on the vehicles and the Service Quality Control
Module (SQCM) deployed at the operator’s or transport agency’s data processing centre. The AVLM
continuously records and automatically transfers the vehicle’s position. The SQCM evaluates the
quality of service by calculating the punctuality and regularity metrics for the planned services.
Figure 2 provides an overview of the system.
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Figure 2. System Overview

5.1. The AVLM

The mission of this module is to obtain the basic data required to evaluate the punctuality or
regularity of the line services performed by the vehicle. These data are obtained from the GPS vehicle
tracking system. The data recorded are geodetic position, speed, data quality and the time at which
the data were obtained. Table 2 shows the recording structure used to store each GPS location reading,
specifying the meaning and size of each field. Henceforth these data will be referred to as RAVL.

The RAVL g and RAVLg,, fields indicate the quality of the GPS data; data with a value of 2 in
both fields indicates high quality, any data with a value of 0 in either of these fields indicate that the
data are unreliable. A value of 1 in the Age field indicates that the data were obtained more than 10 s
earlier. A value of 1 or 2 in the Source field indicates that it has been possible to obtain the latitude and
longitude coordinates—i.e., two-dimensional location data—which occurs when the vehicle’s GPS
receiver was unable to obtain the signal from at least four GPS satellites.

The AVL module is run on the onboard computer typically used by transport companies to
record events during vehicle service. This computer has a display, keyboard, cable communication
interfaces to connect up the other devices on the vehicle (card readers, vehicle information panels,
sensors, etc.), and wireless communication interfaces for data communications: 3G for long-distance
data communications and WiFi for local communications. To transfer location data this module uses
WiFi infrastructure.
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Because of the potentially massive number of RAVL records—as the position of each vehicle
is recorded continuously—the limited storage capacity of the onboard computer and the limited
bandwidth of the WiFi communications, the AVLM handles data intelligently to minimise the
following aspects:

e  The number of AVL records required for quality control.
e  The time AVL records are stored on the vehicle.
e  Errors in data communications.

Table 2. Description of the RAVL data structure.

Field Description (Size)
RAVLyep Vehicle identifier. (2 bytes)
RAVLy GPS Time of day expressed in Coordinated Universal Time (UTC). (4 bytes)
RAVL 4 Latitude of the vehicle expressed in degrees. (4 bytes)

RAVLong Longitude of the vehicle expressed in degrees. (4 bytes)

RAVL 51 Altitude of the vehicle position expressed in feet. (4 bytes)

RAVLy Horizontal speed of the vehicle expressed in miles per hour. (2 bytes)
Age of the GPS data:
0: data not available

1: >10s
RAVLAge 2:<10s

(1 byte)

Type of position measurement:

0: data not available

(1 byte)

To minimise the number of AVL records, this module uses a variable sampling period, which
depends on the time unit used in planning timetables for each line service. For example, for
long-distance line services the smallest unit of time is a minute. In addition, vehicle position sampling
is only performed on a scheduled service, since when the vehicle is not in service or is performing an
unplanned operation, no control is required.

To minimise the time that RAVL records are stored on the onboard computer, they may be
transferred at different points of the transport network through which vehicles usually pass several
times a day; for example, stations or garages.

To minimise errors in RAVL file transfers, caused by the fact that the vehicles are in motion
and therefore WiFi connections are intermittent, the AVLM connects to WiFi by selecting the most
suitable place and time using position and speed data provided by the vehicle’s GPS and timetable
information. More precisely: transfers are only made at those parts of the transport network where
wireless coverage is available and where the vehicle is scheduled to remain stationary for a sufficient
period of time for data transfer to be completed. With the information from the vehicle tracking system,
the AVLM knows when it is at a WiFi point, with the timetable information the AVLM knows how
long it should remain at that point, and with the vehicle’s speed data provided by GPS, the AVML can
initiate data transfer when the vehicle has stopped at that point, thus avoiding transmission errors.

5.2. The SQCM

Based on specification of the part of the transport network to be analysed—i.e., a stop, a route,
a set of line services, etc.—and the temporal aspects of the analysis, this module obtains the data and
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parameters required for quality control. The SQCM, as shown in Figure 3, is executed in four steps:
the first step, tracking, consists of obtaining the initial set of position data that will be used for quality
control; the second step, filtering, ensures that quality control will be carried out using an integral data
set, selecting reliable position data to that end; the aim of the third step is to obtain the passing times
for each of the stops on the line services analysed; and finally, the fourth step consists of calculating
the metrics used for quality control.

SQCM
RAVL, ¢ QAVL, ¢ e ATer) Obtain metrics for
Tracking — Filtering ?;':':tzz‘;' service quality
control
Route (r)
=]
Hcr‘p
Analysis
Period
(M

[—— Improved data

model of the
fransport networl

=

Figure 3. SQCM Phases.

5.2.1. The Improved Transport Network Model

To calculate the various metrics used to evaluate the punctuality or regularity of a line service,
the system must obtain the arrival time at each of the stops along the route. If the vehicles were only
to stop at the bus stops, obtaining the arrival time at each stop would be simple. But in reality, the
vehicles do not only stop at bus stops on the route, but also at unscheduled points due to traffic signs
and congestion, specific incidents, etc. In order to distinguish when the position data for a stationary
vehicle is due to the vehicle being at a scheduled stop or it having stopped due to traffic signs or
congestion, the system must consider several scenarios. The least complex situation arises when a stop
is at a distance greater than the maximum error in a GPS reading from the previous and next stops on
the route, and also, the vehicle is not stopped due to a road sign or traffic conditions at a point on a
radius greater than the maximum error of a GPS reading. The most complex situation arises when
there is a stop and, next to it, at a distance less than the maximum error established by the system for
GPS data, which was set at 25 m in the previous section, there is a traffic signal or a road feature—e.g.,
narrowing, roundabout or pedestrian crossing—which makes the vehicle stop. In this situation, the
system must distinguish between GPS data for a stationary vehicle associated with it being at a bus
stop, and the GPS data obtained when the vehicle was stationary due to traffic conditions or signs. In
addition, it should be noted that because traffic conditions are variable, the points at which a vehicle
might stop due to this factor are also variable. Figure 4 schematically represents cases of stationary
vehicle data on a line service. The blue dots represent data for a vehicle when stationary at a stop. The
red dots represent data for a vehicle that has stopped because of a traffic signal or congestion. The red
circles represent the perimeter of radius U in which the vehicle is considered to be at a given point of
the route. It is assumed that there can never be two stops at a distance below the threshold U. When a
stop is near a traffic signal, there are areas in which stationary vehicle data are mixed owing to the
vehicle being at a stop and because of the traffic signal.
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In order to discriminate between the position data for stationary vehicles, our system uses an
improved transport network representation model. The improvement consists in incorporating the
points where vehicles stop systematically without being scheduled route stops. The technique used is
based on a previous study published by the authors [32]. This technique uses the k-means classification
method to classify all GPS stationary data obtained on the route under analysis and during the time
interval in which quality control is being conducted. If the route has  stops, this classification process
classifies all stationary data in m subsets, where n < m. Of these m subsets, there will be n subsets of
GPS stationary data associated with scheduled stops and the remaining subsets will be GPS stationary
data associated with unscheduled stops. This classification process is described below. The rules used
to identify the clusters are as follows:

o  Cluster associated with a scheduled stop on the route. If the cluster has a centroid very close to a
point in the GPS data set and the scatter of the readings belonging to the cluster is low, then it is
a set of readings associated with a scheduled stop of the vehicle. Because each point represents
an area reserved for the vehicle to stop, a centroid is considered to be very close to a point if the
distance between them is not more than 25 m (maximum error). The first two sets of points in
Figure 4 are cases of this type on the route being analyzed.

e  Cluster associated with a traffic signal on the route. If the centroid of the cluster is not close to
any bus stops and the scatter of the readings belonging to the cluster is low, then it is a set of
readings associated with a singular point in the route, with the centroid being the position that
represents the traffic signal being identified. The third set in Figure 4 is a case of this type along
the sample route.

e  Unidentified cluster. If the cluster exhibits high scatter in the GPS readings, then it is a cluster
with readings associated with more than one point at which the vehicle stops systematically (bus
stop or traffic signal). In Figure 4, the fourth and fifth sets illustrate a case of this type, just like
the last three sets. For each cluster of this type, a new iteration is performed, and each time, the
K-means algorithm restricted to the points assigned to the cluster being studied is applied, taking
as an initial approximation in the second and following iterations the points associated with bus
stops that are known, that belong to the cluster and the centroid of the cluster obtained. Thus, the
points will be grouped on the new centroids, each of which is located around the bus stops and
traffic signal points of the cluster. The operation must be reiterated until a result is obtained for
which the points are grouped at short distances from the centroids of their cluster. If the centroid
of one of these clusters is very close (less than 25 m) to a bus stop point known, then the cluster
represents readings of bus stop. In contrast, if the centroid is not close to a bus stops point known
then the cluster is associated with a point of traffic signal that has been identified.

Figure 4. Cases of overlapping position data for stationary vehicles.

The route to be analysed for quality of service is ¥ and P, is the ordered set of # stops on the line.
RAVL, T is the set of GPS data obtained by all the vehicles that have completed route » during T, the
period of time to be analysed. The subset ZAVL, 7 is defined as the subset of RAVL, , consisting of
only GPS stationary vehicle data. Thus:

VRAVL € ZAVL,1 : RAVL € RAVL, 1 A RAVLyy = 0
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Once the ZAVL, 1 set has been obtained, the first iteration of the k-means classifier is executed to
split the ZAVL, 1 set into 1 classes, taking as an initial approximation # centroids associated with each
stop on the route. As a result 1 subsets of ZAVL, 1 will be obtained, in which each subset i corresponds
to the data belonging to class i, where 1 < i < n. Each subset i is represented by ZAVL, 7, and its
centroid by C, ;. If all ZAVL, 1; clusters have only one stop and all GPS stationary data are at a distance
from the centroid C,r; that is less than the threshold U, then the classification has converged in a
solution in which we have reliably associated all stationary speed data with stops. Otherwise, if there
is a cluster in which there is no stop, then that cluster contains GPS stationary data associated with
unscheduled stops made by vehicles that have completed route r and there is at least one class with
more than one stop. For each cluster with more than one stop the k-means classifier is only executed
with the readings belonging to the class, and so on. Once all stationary data of a ZAVL,  set have been
classified, m classes are obtained, where m > n. The number of m classes is greater than 7 when at least
one class has been obtained with GPS stationary data to which no stop belongs, and these readings are
due to the vehicle stopping systematically at a point which is not a bus stop; we shall call these points
unscheduled stop points on route r. The centroids of this type of cluster are added to the geographic
database of the transport network as points of interest, to be taken into account when calculating the
journey times of the different routes that pass through these points. The set of m centroids associated
with route r is represented by C, 1, and C, 1, is a subset of this set and consists only of the centroids
that represent the GPS stationary data associated with stops on the route. The subset Cy,;, will be used
to obtain arrival times when vehicles stop at every stop p.

Below, Algorithm 1, we algorithmically describe the technique used to obtain the points of interest
on route r, which as mentioned above are points where vehicles stop systematically without being
stops on a route. The algorithm is recursive and uses three input parameters. The first parameter is a
set of GPS coordinates for the route to be analysed, thus in the first invocation the AVL, 1 set is used
as the initial set of GPS data, consisting of the coordinates obtained by the vehicles when operating
route r for time period T. The second parameter is the number of classes to be classified; in the first
invocation the value of this parameter is the number of stops along the route. The third parameter
corresponds to the initial approximations to each of the centroids of the classes; the input data in
the first invocation are the GPS positions of the stops. As the output set, the C, 7 set of centroids is
obtained, representing each of the classes into which all the stationary data have been clustered.

Figure 5 illustrates a real-life result for this classification technique applied to the route studied in
this article. It shows a map of part of the route with the position data, represented by blue and red
dots, and the positions of two centroids of stationary data clusters, the red icons labelled with numbers
5 and 6, acquired during the analysed line services. Three stops on the route are identified by blue bus
icons. The red dots represent GPS readings with zero horizontal velocity used by the classification
technique to identify centroids of stationary data clusters.

We can also see from the map that there is a section between two of these stops containing a
roundabout, hence the classification technique applied to stationary data on this section produces
three clusters; following the route, these correspond to the following: the first, to the first stop of the
section, the second, to the point where vehicles stop to join the roundabout—the red icon labelled with
the number 5—and the third, to the second stop. Therefore, to calculate the arrival time at each of
these stops, only the data pertaining to each of their clusters are considered, and data pertaining to the
clusters represented by the centroid labelled with the number 5 are ignored. A similar case occurs with
the stationary vehicle points in the proximity of the point represented by the red icon labelled with
the number 6, which corresponds to a point where there is a stop sign and to the bus stop closest to
this point. The technique that we have described classifies these points into two clusters, using only
stationary vehicle data belonging to the cluster associated with the stop to obtain the arrival time at
this stop.
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Algorithm 1. Stationary data Classifier

Procedure Classifier_ Stationary_Data (Q; , N, C;)
Input data:

Q,: set of position data obtained by vehicles operating line services on route 7.

N: number of classes to be classified.
C;: set of initial approximations to centroids.
Output data:

Cy,: centroids representing each of the classes of GPS stationary data.

Initial values:
Z,=0;

Step 1: Obtain Z, which is the set of GPS stationary data on route r:
For each RAVL position reading belonging to Q;,

if RAVL,, = 0 then

include RAVL in Z,.

End if

Done

Step 2: Classifying by procedure K_means_classifier (2, n, Py, Z;, C;)
Input data:

Z,: set of stationary data to be classified.

n: number of stops on the route.

P;: positions of the n stops on route 7.

Output data:

n Z, clusters

n C, centroids of each cluster

K_means_classifier (Z;, n, Py, Z;, C; )

Step 3: Identifying the resulting clusters

For each Z, ; resulting cluster, where 1 <i <n

If Z, ; cluster contains no stop then

Label the cluster as an unscheduled stop point.

End if

If Z,; contains one and only one stop p on the line then

Select Z, ; as the set of readings to obtain the time of arrival at the stop on the line service of route r.

End if

If Zr,i contains k stops and k > 1 then:
Classifier_ Stationary_Data (Z,;, k, C,;)

Where:

Z,;: the GPS stationary data belonging to class i.
k: number of stops in cluster 7.

C,;: positions of the k stops in Z, ;.

End if

Done
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Figure 5. Example of a set of position data for vehicles in an urban section of the analysed route.

5.2.2. Step 1: Tracking

The quality control process starts with specification of the route, r, and the period of time, T,
during which it is to be conducted. From these initial specifications, the objective of this step is to
obtain the RAVL set of data acquired when the line services on route r were completed in time period T,
a set hereinafter represented by RAVL, 1. As the RAVL data are obtained periodically by all vehicles
in the fleet while operating the line services, regardless of the service in question, RAVL, 1 is a subset
of the set that comprises all the RAVL data of the system. To select the RAVL data that are part of
RAVL, 1 it is necessary to first obtain the set of line services on route  that have been operated during
the period in question, i.e., L, . For each line service I; € L, we need to know the following: the
vehicle that operated it and the time it began and ended. As we have already discussed in Section 3,
all activity carried out by the transport operator is stored in the TDB. The data stored in this database
include the start and end times of the line services, and this is where the data required for each [; € L, 1
are obtained. This TDB query produces a data set in which each record represents a /; € L, 1; Table 3
shows the structure of each of these records.

Table 3. Structure of the table of records obtained from the TDB query.

Field Description
Len Vehicle identifier
I Time that the line service on route r began, expressed in UTC.
It Time that the line service on route r ended, expressed in UTC.

e  Once the required data from each [; € L, 1 have been obtained, the RAVL € AVL,r data will be
those for which the vehicle field, RAVLy,, coincides with the vehicle field of a ] € L, T record and
the time that the position was captured; RAVLr is greater than or equal to the time at which line
service /, Itg began, and less than the time at which line service I, IT1 ended. In formal terms:

VRAVL € AVLr,T,E”l € L,A,T :RAV Ly, = lVeh Alrg < RAVLy < Iy

e  For there to be a reliable relationship—based on time data—between the data from the TBD and
the AVL module, both components must be synchronised using the same clock source. Therefore,
the driver’s console uses the GPS receiver clock to synchronise its clock.
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5.2.3. Step 2: Filtering

For the quality control to be reliable, data integrity must be ensured; this is the purpose of this
step in the process. Data integrity means that there are no erroneous data and that the dataset is
complete. For our system, this integrity is achieved by executing filtering rules: the first, to eliminate
from the RAVL, 1 set those records containing position data that are not good quality; the second, to
remove those records that are not part of a sequence of position readings that represent a complete
and consistent route.

RAVL, 1 records with low-quality GPS data are eliminated using the fields that indicate the age of
the data, RAVL 4, and type of data, RAVLg,,; thus the RAVL record is deleted if either of the following
two conditions are met:

e The data are old, i.e., RAVLAge =1, or no information is available for the age of the data, i.e.,
RAVL g = 0.
¢ Information on the type of data obtained (2D or 3D) is not available, i.e., RAVL4g, = 0.

RAVL, 1 records that are not part of a complete and consistent route r are eliminated by checking
that the sequence of RAVL records obtained for each line service /; € Lt is complete, and that it
represents a route consistent with route , i.e., it passes through all the stops and in the planned order.
In formal terms:

e Theline serviceis! € L,1, and AVL, 1, is the set of position data obtained during line service /,
where Iy and 71 are the start and end times of line service /, respectively, and Q the sampling
period used to record the RAVL data during operation of the service. The data sequence RAVL, 1,
is then complete if the number of records in this sequence, NAVL, 1, is:

(It1 = I0)

NAVL,r) =25

e Cy1p = lco, €1, cn} is the ordered set of centroids associated with each of the stops along route r.
The route represented by RAVL, 1 data is thus consistent with route r if:

V¢;3IRAVL : Dist(RAVLy,¢) < U,

where Dist is the distance between two points, RAV}, the position logged in a RAVL € RAVL,1;
record, and U a distance threshold representing proximity. This value depends on the maximum
GPS error accepted by the system, E, the length of the parking space at the bus stop, the maximum
speed that the vehicle may attain and the time period used by the vehicles to acquire their GPS
position data.

As a result of this step, an integral set of RAVL records is obtained, i.e., data containing position
data of good quality and representative of line services on route r that are complete and consistent with
route r as planned. Hereinafter, this set will be represented by QAVL, . Similarly, the set of reliable
data obtained during a line service [, on route r and operated during the period T will be represented
by QAVL, 1.

5.2.4. Step 3: Obtaining Passing Times

Once the QAVL, 1 set has been obtained, the next step is to obtain the position data captured at
the time that the vehicle arrives at each of the stops. To this end, the system partitions the QAVL,t set
into subsets of QAVL, ; data. If the position data for each of these QAVL, 1) subsets are ordered on an
ascending scale according to the time that each record was obtained, we would have a representation
of a complete and consistent route r operated by the vehicle in question. The passing times for each of
the stops on each of these QAVL, r; routes, which will be represented by the ordered time sequence
AT, 11, will be obtained considering two different cases:
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e  Case A: the vehicle passes stop p and does not stop. This case occurs when there are no passengers
waiting to board the vehicle at p, and no passengers on the bus who want to alight at p. In this
case, the passing time for this stop is obtained by finding the position for the QAVL, 7 set that is
at a minimum distance from the position of stop p. The distance threshold used in this case is
the maximum error that the system assumes for a GPS reading, the variable E which was fixed at
25 m in Section 3.

e  Case B: the vehicle stops at stop p. This case occurs when there are passengers at the stop or
passengers on the bus who want to alight at p. In this case, the time of arrival at stop p is obtained
by taking centroid C;,—obtained in the classification of GPS stationary vehicle data for route r as
described in Section 5.2.1—as the stop position. The arrival time at stop p of a service line / on
route r is the time at which the GPS position for the QAVL, 1| set was recorded, and which must
meet the following conditions:

O It is stationary.
O Of all the QAVL, 1, stationary data, it is the nearest to C;.

5.2.5. Step 4: Calculating the Metrics

Having obtaining the passing times for each of the stops on line service AT, 1;, the values of the
various metrics used to evaluate the punctuality or regularity of the service line are then obtained.
To monitor punctuality, for line services scheduled by timetable, the basic parameter is AD (1). From
this value the remaining metrics used to evaluate punctuality may be obtained. To monitor regularity,
for services scheduled by frequency, the basic parameter is HR (3). From this value the remaining
metrics used to evaluate regularity may be obtained.

6. Use Case: Results and Discussion

Currently the system described in this article is in operation at the public transport company,
Global Salcai-Utinsa S.A. This company is based on the island of Gran Canaria (Canary Islands, Spain),
has a fleet of 345 vehicles, and operates 127 different routes on a transport network that contains
2686 stops. In 2015, this company carried out an average of 2395 line services on all routes, covering
28,897,002 km and carrying 19,284,378 passengers in that year. The system has been integrated with
the other components used by this company on its onboard systems and its communications systems.
The quality control results obtained for one of its routes are described below. The route itself is 23 km
long, starts in the city of Las Palmas and ends in the city of Arucas; it has 30 stops, and it begins in an
urban area in the city of Las Palmas, until the sixth stop, after which it becomes an intercity route, until
the last four stops, where it again becomes an urban route through the town of Arucas. The company
uses the code 210 to identify the route; therefore in the formalisation developed for this article, r = 210.
Figure 6 gives an aerial view of the route with the stops represented by bus icons.

The results were obtained during period T—the whole of 2015—therefore in our formalisation
it will be indicated as follows: T = 2015. Route 210 was scheduled by timetable during the analysed
period. The AVL system recorded 51,499,404 position readings during all the line services completed
for this route. The number of vehicles involved in these line services for the seleted route was 166,
being 16 the number of vehicles that carried out these services systematically. In the preliminary
analysis of the route to detect systematic stopping points that are not stops on the route, 7 such points
were identified. Figure 7a displays these points as numbered red icons. These points are the centroids
of a set of stationary vehicle data. Figure 7b,c are photographs of two of these points. Figure 7b
corresponds to point number 5; this is a systematic stop point because the road on which the vehicle is
travelling is a bus lane ending in a roundabout, and entry into the roundabout is controlled by a traffic
light. Figure 7c is a photograph of point number 7; this is a point where the vehicle stops because it is
on a slip road (right lane) that joins a dual carriageway (left lanes) and does not have right-of-way.

60



2. Publicaciones originales

Sensors 2017,17, 1412 18 of 24

Figure 6. Aerial view of the route used for the case study. The bus icons represent stops on the route.

Figure 7. (a): aerial photo showing the location of the 7 unique points on the route. (b): photograph of
point 5. (c): photograph of point 7.
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The tracking phase was applied to this data set, and 617,195 position records were selected
for 9675 line services on route 210 in 2015; these data form the set AVLy100015. The filtering phase
was applied to this set of GPS data, and verified 8572 line services for which the recorded data
sequences represented complete and consistent routes; hence the set QAV 1102015 contained 222,382
position records.

Once the GPS data had been filtered, we obtained the arrival times at each stop on each line
service. The timetables of the line services on this route are scheduled by passing time, with two day
types: one the one hand, weekdays (Monday to Friday), and on the other hand, weekends and public
holidays. The results correspond to the two types: first, the results for weekday line services starting at
07:40 a.m., and then the earliest Sunday service, which starts at 8:40 a.m. Figure 8 shows the arrival
times at each stop for the first set of line services, those that run from Monday to Friday. The horizontal
axis represents the stops in order, i.e., the value 1 is associated with the first stop on the route, 2 with
the second and so on until the last stop of the route, which has the value 30. The blue line represents
the scheduled passing time, the average passing time is represented by the orange line, the earliest
passing time by the yellow line, and the latest passing time by the grey line.
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Figure 8. Passing times of line services starting at 07:40 Monday to Friday, excluding public holidays.

Figure 9 shows two box-and-whisker plots displaying the percentile distribution of the AD metric
at each stop on the route for line services that start at 07:40 from Monday to Friday (plot (a)) and for
each stop on all line services that start at 08:40 on Sunday (plot (b)). In the plots, the value 0 on the
vertical axis represents perfect timetable adherence, each band inside the boxes represents the median
value, i.e., the delay value below which 50% of the AD values are located. The circles represent outliers:
very small, very large or very rare values.

As can be seen, the line services on Sundays are much more punctual than those that run on
weekdays, possibly due to the difference in traffic congestion between weekdays and Sundays. We
may also note that, for weekday line services and for most of the stops, delays continue or increase
the further along the route the bus is, ranging from 2 to 8 min. By contrast, on Sunday line services,
the increase and decrease in delays at stops does not follow a fixed pattern, and the median value is
maintained between 0 and 5 min.The AD parameter values for each stop of the line service on the route
are displayed in Figure 10, irrespective of day type and time. The median values for delay times are
represented by colours: the green stops indicate a median value of less than 1 min, blue stops a median
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value between 2 and 3 min, light orange stops between 4 and 5 min, dark orange stops between 6 and
7 min and, finally, the red stops represent a median delay value of more than seven minutes.

a5

[ ] L] -
L]
204 [ ] . . ] 3 . ]
o o . - L L]
o - L - - [ ]
e o - o - - - -
- L] -
154 o - o - L] - . - -
- -
A =, =
- .
o - T L
S w{e » ° .
-] - o
L]

-~
=]
~— .
{il
=g
=
BEE=
[=l==]
=
[t
==
—

-5 T T T T T T T T T T

2 4 & 8 10 12 14 16 19 31 ] 25 Fi )
sequence of bus stop

(a)

5

20 -

AD

; ‘ T 3 ;
1wl ulr

-5

-10 —T— T 1 T 1 T — T T T T
1 2 3 4 5 & T B 9 10 11 12 13 14 15 16 18 19 20 21

sequence of bus stop

(b)

T T T T T T T T |
22 23 24 25 26 27 28 29 X

Figure 9. Box-and-whisker plots showing median values for the AD metric at each of the stops on the
route for line services that run from 07:40 from Monday to Friday (plot (a)) and from 08:40 on Sunday
(plot (b)).
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Figure 10. Stop categories according to delay, irrespective of day and time.

Figure 11 shows the RTV value for each type of line service. Graph (a) shows the values for
weekday services (Monday to Friday). Graph (b) shows the values obtained for Sundays. Comparing
the figures, it may be seen that punctuality varies according to the day type: the line service is less
punctual on weekdays than it is on Sundays. The explanation for this is that there is less traffic on
Sunday and there is lower demand at that time, so the buses run more smoothly and quickly, and
are thus more punctual. We may also note that during the months of July and August, the weekday
services are more punctual than during the rest of the year, possibly because those months are typically
during the main holiday period, so there is less traffic and lower demand.

The system described in this article provides two main contributions. The first is that it is a
complete, detailed and realistic description of a system for measuring the regularity and punctuality
of regular public passenger transport by road, solving the challenge of massive data management
involved in continuously monitoring regularity and punctuality. The description is complete and
detailed because it includes all the formal and technological components and details of the system.
It has been implemented with elements that are commonly used by transport operators, thereby
facilitating implementation and deployment. The second contribution is the technique used to obtain
the arrival times at the stops of the transport network. This technique is the k-means classification
method, used to distinguish stationary data due to scheduled stops from stationary data due to the
existence of an unscheduled stop, i.e., due to a traffic sign or traffic congestion or the condition of the
road on which the vehicle is travelling.
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Figure 11. RTV metric values obtained during 2015. Graph (a) displays the values for each weekday
service line that runs from 07:40. Graph (b) displays the values for each service line that runs on Sunday
from 08:40.
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ABSTRACT Road-based mass transit systems are an effective means to combat the negative impact of
transport that is based on private vehicles. Providing quality of service in this type of transit system is
a priority for transport authorities. In these systems, travel time (TT) is a basic factor in quality of service.
This paper presents a methodology, based on data mining, for analyzing TT in a mass transit system that is
planned by timetable. The objective of the methodology is to understand the behavior patterns of TTs on the
different routes of the transport network, as well as the factors that influence these patterns. To achieve this
objective, the methodology uses clustering techniques to process the GPS data provided by the vehicles of
the public transport fleet. The results that were obtained when implementing this methodology in a public
transport company are presented as a use case, demonstrating its validity.

INDEX TERMS Road-based mass transit systems, travel time, intelligent transportation systems, data

mining, pattern clustering, global positioning system.

I. INTRODUCTION
According to the International Energy Agency, there were an
estimated 900 million passenger light-duty vehicles on our
roads worldwide in 2015, a figure that is projected to grow to
2 billion by 2040 [1]. There is widespread agreement that road
transport systems based on the use of private vehicles have
a negative impact. This impact includes degradation of the
environment, health and safety on roads, aspects that are par-
ticularly pronounced in densely populated areas. The World
Health Organization estimates that approximately 3 million
people die every year due to health problems caused by pollu-
tion [2]. One way to mitigate the negative impacts associated
with this type of transport system is to develop efficient public
transport systems that provide quality of service. Intelligent
Transport Systems (ITS) are an effective means to meet this
challenge. Therefore, in modern societies and in the new
paradigm of the smart city, ITS has a fundamental role to play.
For public road transport systems to be an alternative to
transport based on the use of private vehicles, they must pro-
vide quality of service to make them attractive to the general
public. In the context of road-based mass transit systems, one
of the most important factors that affect quality of service

is timetable adherence. Adherence means punctuality in the
frequency between services or scheduled stop times. For it
to be reliable, information is required on travel time (TT)
behavior according to time and space parameters on the
transport network. This paper presents a methodology based
on data mining for analyzing TT behavior in a context of
mass transit systems planned by timetable, based on the GPS
data provided by the vehicles of the public transport fleet.
The proposed methodology provides information on the TT
behavior of the lines according to the time of year, time of day
and section of the route. It also evaluates quality of service
based on punctuality, according to criteria and metrics that
are widely used by transport agencies and the academic com-
munity working in this field. In addition, it provides a useful
framework for making TT forecasts. Thus, transport planning
may be geared towards efficiency and quality of service and it
becomes possible to provide reliable information to the public
transport user. Specifically, the proposal consists of using
classification techniques to study TT behavior in mass transit
systems planned by timetable; the originality of this approach
lies in the fact that existing works on this topic have mostly
looked at planning by frequency. It should also be pointed
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out that the required data are commonly used by transport
companies and agencies, and therefore do not require the
deployment of infrastructure other than that which already
exists in mass transit systems. The proposal is consistent
with the current ITS paradigm: continuous observation of
what happens in the transport network, continuous processing
of the data produced by these observations and continuous
improvement of the services provided, in order to make trans-
port systems more efficient, safe, sustainable and adapted to
the needs of users [3]. Moreover, the proposed methodology
may be used to facilitate implementation of traffic control
strategies that prioritize public transport vehicles [4], a key
aspect of the smart city paradigm. The objective is to have
better knowledge of travel time behavior that will enable
subsequent studies to focus more on the routes and thus
introduce measures to reduce this time or its variability.

The rest of this article is organized into five more sec-
tions. The second section lists works related to the proposed
methodology. The methodology is described in the third
section. Next, the results of a use case implementing the
methodology in the study of the travel time of a bus line of
a public transport company are presented. The fifth section
is a discussion of the results, and the final section draws the
conclusions.

TABLE 1. List of abbreviations.

DW Dwell time

EXP Journey on which GPS reading was taken

GMM Gaussian mixture models

KNN K-nearest neighbors regression

LAT Latitude according to GPS reading

LIN Line on which GPS reading was taken

LON Longitude according to GPS reading

oT Observed time of arrival at stop

QUA GPS reading quality indicator

RT Nonstop running time between two consecutive bus stops

RTD Relative deviation in travel time for the section

RTV Run time variation

SCAFC | Smart Card Automated Fare Collection system

ST Scheduled arrival time

STO Stop Node Identifier

SVM Support vector machines

TD Difference between the observed arrival time and the scheduled
arrival time

TDB Transport database

TIM Time at which GPS reading was acquired, expressed in
Coordinated Universal Time (UTC)

TT Travel time

VEH Vehicle

VEL Vehicle speed at the GPS coordinates

\2] Vehicle Journey

VIT Date and time that VJ began, expressed in UTC

VLR Vehicle location record

A. LIST OF ABBREVIATIONS
Table 1 contains a list of abbreviations used throughout this
paper.

Il. RELATED WORKS

In order to achieve the objectives of efficiency and quality of
service in public transport, a fundamental requirement is to
understand the mobility needs and habits of people. Based on

32862

70

this information, the three basic processes on which public
transport is based—transport network design, service plan-
ning and operations control—may be carried out with guaran-
tees. In [5] a global review was conducted of the methods used
to design and schedule a transport network, and in relation to
quality assessment, [6] provides an exhaustive review of the
methods used to analyze behavior and to evaluate the main
parameters that affect it. Technological advances, especially
in mobile communications, sensors and computing, have
enabled Intelligent Transport Systems to be developed that
adapt transit systems to the needs of their users, to be more
efficient and to provide greater quality of service. A common
feature of this type of system is that it provides information
on what happens in the transport network by performing an
analysis of its time—space behavior from large amounts of
data[7]. In this context of the massive use of data, data mining
is a field that is increasingly used in transport engineering.
A review of the literature in which data mining has been
used to solve some of the problems in transport systems is
presented below. Depending on the data source used, these
works may be classified into two groups: those based on data
related to the movements of travelers in the transport network
and those that use data related to the location of the vehicles
in the transport network. In both groups there are works that
address the three main problems that need to be addressed to
achieve efficiency and quality of service.

The works that use data associated with the movements
of travelers include studies that: seek to acquire information
about the profiles and usage habits of transport network
users [8]; measure the use of the network infrastructure by
travelers [9]; make predictions about travel times and develop
personalized information services for the user [10], [11],
based on records generated by the use of the Smart Card
Automated Fare Collection system (SCAFC). In [12], socio-
demographic factors are also taken into account: location
of shopping centers, sports areas, residential areas, etc. The
works that propose techniques to obtain mobility patterns of
mass transit system users may be grouped into two categories
according to the analysis carried out in [13]: those based on
statistical methods capable of supplying a self-explanatory
model when treating them as the result of a stochastic process,
and those that use neural networks. In order to predict total
demand in transit systems, based on time series of trips
completed during certain time intervals, the use of statistical
models is proposed in [14] and neural networks are used
in [15]; as an example of mixed procedures, a process to select
the generated functions before applying the neural network is
introduced in [16]; in [17], the result of two different models
of networks is analyzed using time-dependent parameters
(trend, cycle and periodicity) in the observed demand data;
and a new hybrid optimization algorithm is developed in [18],
with set theory and neural network techniques, to predict
the volume of passengers by road. As an example of other
methods, in [19] the space—time behavior of travelers in a
metro network based on the use of cards is studied using
clustering techniques.
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The location data of public transport vehicles have been
used mainly to improve the design of the transport network,
to evaluate the quality of service and to make travel time
forecasts. The following works are examples of how different
issues are tackled with these data: [20] proposes a method-
ology to evaluate the road network from the point of view
of travel time stability through statistical distribution func-
tions. In [21], by means of clustering techniques developed
by the authors, the impact of demand and traffic on oper-
ational performance is analyzed. By gathering information
on passengers boarding and alighting from vehicles, [22]
looks at how to avoid overcrowding, which, together with
delays in arrival times, can dissuade people from using public
transport services; and in [23], diagnostic diagrams of service
reliability are generated to determine how the variability of
service attributes affects the behavior of travelers. In [24],
a methodology for improving the design of the transport
network is proposed: it detects the stop, classifies it, generates
routes and estimates stop times by processing the vehicle GPS
data using clustering techniques. Reference [25] proposes a
new metric to evaluate the punctuality of buses using vehicle
location data. In [26], the causes of scheduling irregularities
are analyzed. In the context of road-based mass transit sys-
tems planned by frequency, in [27] and [28], location and
passenger movement data are processed using the Gaussian
Mixture Models (GMM) clustering technique and ad-hoc
metrics with the aim of selecting the best cluster to evaluate
quality of service taking into account the day coverage.

With regard to travel time forecasts by processing location
data using machine learning techniques, a wide range of stud-
ies have been conducted on this subject. In [29], neural net-
works are used, and classification techniques are used in [30]
with k-nearest neighbors regression (kNN), and in [31],
k-means and v-means clustering. There are also a consider-
able number of proposals that tackle travel time predictions
using state models and time series. For example, state mod-
els, more specifically Kalman filters, are used in [32] and
time series in [33] and [34]. Lastly, a hybrid model using
Support Vector Machines (SVM) and Kalman filters is
proposed in [35].

Ill. METHODOLOGY
This paper was developed in the context of road-based inter-
city or long-distance mass transit systems. In this type of
system, TT is an important criterion for providing quality of
service. Firstly, because travelers want their journeys to last
as little as possible, and secondly, because travelers expect
punctuality. To achieve these objectives, accurate travel time
estimates are needed, and the problem that arises when mak-
ing these estimates is that travel time depends on factors such
as traffic conditions, the travelers who board or alight from
the vehicle at each stop on the route, the weather conditions
at the time of the bus journey, etc.

This section describes a methodology for systematically
analyzing travel time to improve quality of service and iden-
tify the factors that affect the travel time on each journey.
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Identifying these factors makes it possible to obtain
TT behavior patterns for the different routes of the transport
network and acquire a more precise knowledge of how this
time varies, and thus:

o Improve the design of the transport network. Once the
factors that affect the routes are known, the routes can
be redesigned to reduce travel time.

o Plan more reliably. If the variations in travel time are
known, more accurate estimates may be made.

« Control operations more efficiently. If the factors that
affect travel time on a route and how this time varies
depending on when the route is traveled are known, this
greater understanding will enable real-time measures to
be adopted that guarantee quality of service.

« Improve quality of service. If travel times are reduced
and the reliability of service planning increased, quality
of service will improve.
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FIGURE 1. General diagram of the methodology.

The methodology used, as illustrated in Fig. 1, was inspired
by the process-oriented methodology called CRossIndustry
Standard Process for Data Mining (CRISP-DM) [36]. This
study mainly followed two stages of this methodology: data
preparation and modeling. In the first—data preparation—
the data that form the basis of this study were merged and
complemented. The second phase—modeling—incorporated
modeling tools, based on clustering techniques, which were
used to identify the factors that affect the travel time of a route
and to obtain its patterns of behavior.

A. FORMALIZATION
This section describes the formal model used to analyze TT.
This formalization had two objectives. The first was to ensure
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that the methodology can be applied to different types of road-
based mass transit systems, and was achieved by applying
standards related to conceptual models of public transport
systems. The second was to ensure that the information
provided is useful, and was achieved by using criteria and
metrics for evaluating quality of service in public transport
that are widely used by transport agencies and the academic
community.

To achieve the first objective, the methodology was based
on Transmodel (Reference Data Model for Public Trans-
port) [37]. At the first level of formalization, the transport
network was represented. At this level, the entities involved
are the nodes and the arcs that physically link the nodes.
The nodes represent places in the transport network where
transport-related activity takes place: passengers boarding
and alighting, schedule controls, ticket sales, etc. Each of
these activities are attributes of the entity node, which is
represented by n;, with the subscript i being the identifier
of the node. The set of nodes of the transport network is
denoted by N, N = {n;}. The N nodes are connected by
arcs that represent the routes taken by vehicles and travelers,
giving rise to a directed graph; this set of arcs is represented
by A and gives rise to the physical graph of the transport
network, represented by G, G = (N, A). For the purposes
of the methodology, the nodes of interest are the passenger
boarding and alighting nodes, which will be given the generic
name of stop, and the schedule control nodes. The set of nodes
that fall within these categories is represented by P, where
P C N. The arcs of interest are those that represent the routes
followed by the buses carrying passengers; the set formed by
arcs of this category is represented by W, where W C A. P.
On this first level of formalization, the next entity is the route,
which is defined as the path followed by the vehicles of the
fleet, and comprises an ordered sequence of arcs. Each route
is represented by r;, where the subscript i is the identifier
of the route. If route r; has n arcs, then r; is specified by
n-tuple (aj, ..., ay), where q;, ...,a, € W. From the route
entity, the line entity is defined: a set of very similar routes
from the topological point of view (usually a round trip)
represented by /;, where the subscript i is the identifier of the
line. The set of lines in the transport network is represented
by L, L = {I;}.

The second level of formalization is associated with service
scheduling. This scheduling, represented by S, is organized
into basic planning units, s;, so S = {s;}. Each s; planning
unit is defined as a set of ordered operations, in which the
start and end times and the nodes at which the route starts
and ends are specified. For the methodology, there are two
aspects of interest at this level. The first is how to specify the
calendar dates on which an s; service must be performed, and
the second is the minimum unit of time to be considered in
the schedule plan. Specification of the calendar dates is done
through a schema in which the different types of calendar
day are described. Examples of the most common types
are: day of the week, work day, public holiday, weekend,
school period, etc. As for the smallest unit of time used for
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scheduling, this is usually a minute. Each of the completed
operations of a line service—a route completed by the cor-
responding vehicle—is called a Vehicle Journey, represented
by VI. The VJ set of all the routes of a line / is represented by
VJi; to express the VJ set of a line / completed in a period of
time T the notation VJyr is used.

Of special interest are the criteria and metrics used to
evaluate quality of service in mass transit systems where two
types of schedule are distinguished: those based on frequency
of service and those based on timetables. The first type is
used in urban or short-distance transport [38]. The second
type is used for intercity or long-distance transport, where TT
and punctuality are two basic criteria for assessing quality
of service. In general, the travel time of a VJ on route r,
represented by 777, is formally expressed as a function of two
times: the dwell time at each stop, DW, and the time, RT, that
it takes to cover each arc of the route:

Na

Z RT,

n=1

Ny
TTr =) DW, + (1)
n=1
Where Nj is the number of stops on r;, DW, the time the
vehicle remains stationary at stop n of the route (dwell time),
N, the number of arcs on the route and RT, the travel time of
arc a of the route.
The methodology was developed to analyze travel time in
a context of an intercity or long-distance mass transit system.
For this type of system, a metric used to evaluate punctuality
is Run Time Variation (RTV) [39]. The calculation of this
metric is expressed below:

N,
50T, — ST,
RTV:(Np)_1x27| "0 al

T, @

n=1
Where Nj is the number of stops on route r;, OT, the
observed time of arrival at stop n and ST}, the scheduled time
of arrival at stop n. The value (OT, — ST,,) is the deviation
from the scheduled arrival time at stop n, which is represented
by TD,. If this value is positive, it indicates a delay with
respect to the planned time, a value of zero indicates that the
arrival time at the stop is on schedule, and a negative value
indicates the vehicle has arrived at the stop ahead of time.
Another aspect that the methodology takes into account is
the cost incurred by non-adherence with VI timetables [40].
In the case of timetabled bus lines, it is assumed that the trav-
eler arrives at the stop moments before the vehicle is sched-
uled to pass by [41]. Therefore, the methodology assumes that
the cost of non-adherence with a VJ timetable, represented by
the variable COST, is the time cost for the travelers on that
V] of having to wait at the stop, represented by 71,.

Np—1
COST = ) " |OT, — ST,| x Tl,

n=1

©)

B. DATA PREPARATION PHASE
The objective of this phase is to obtain the basic data required
to analyze travel time. These data are obtained from the
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records stored in the transport database (TDB). For the pur-

poses of this methodology, the entities of interest in the TDB

represent the activities that are planned and carried out in the
transport network, comprising the following data:

» Geographical location of line stops. These locations are
given by their GPS coordinates: latitude and longitude.
Estimated stop arrival times for each planned VJ. This
information is necessary to evaluate the punctuality dur-
ing the period of analysis.

o The data that represent relevant events that occurred
during the VJ, especially periodic updates of the vehicle
GPS coordinates during the line services and the data
used to ensure integrity.

o The total number of passengers that board and alight at
each stop on the route, obtained from traveler payment
records.

TABLE 2. VLR data structure.

Lven [ Tim | v [ exp | 1at [ on | veL [ qua |

The basic data for this methodology are supplied by the
readings that indicate the location of the vehicle at a given
moment in time. The location of each vehicle is acquired
periodically and stored in a data structure named Vehicle
Location Record (VLR), this structure is shown in Table 2.
The set of all location records is represented by {VLR}.
The subset of { VLR}, comprising the locations obtained for
vehicles on line / routes, in the period T, is represented as
{VLR}, 1. The set {QVLR} is obtained from { VLR}. { QVLR}
is an integral dataset that guarantees the reliability of the
results obtained by the methodology. In this case, integrity
means that all records in the dataset {QVLR} comply with
the following properties:

o They contain a GPS reading of good quality, mean-
ing that it was obtained using the signal provided by
at least three GPS satellites and that the reading is
less than 10 seconds old. These data properties were
obtained from the protocol data used by the vehicle’s
GPS receiver.

o They were obtained on a VJ that completed a route,
meaning that it went through all the planned stops in a
coherent fashion (having covered all the planned arcs).

All the data for the { QVLR} dataset were acquired through
a filtering process (see Fig. 1). The subset of {QVLR}, com-
prising the locations obtained for vehicles on line / routes in
the period 7', is represented as {QVLR}; r. From the { QVLR}
dataset, the arrival times at each of the stops on the route are
obtained for each VIJ; { OT'} represents the arrival time dataset.

From all the arrival times for all the VJs, the three
datasets—{OT}; 1, {TD}; r and {RTD}; r—to be used in the
next phase of the data mining project, the modeling phase,
were constructed for each line / at each instant of time 7.

The dataset {OT'}; r. This set was used to obtain the behav-
ior patterns of arrival times of the line analyzed during the
time period T'. Table 3 shows the structure of dataset {OT}; 7.
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TABLE 3. Structure of the data associated with each element of the
dataset {OT}.

[ vi T VEH [ viT [ sTO | OT |

The dataset {TD}; 7 was obtained by calculating, for each
data record, the deviation of the recorded arrival time from the
scheduled arrival time. This dataset was used to obtain the
behavior pattern of the deviations of the arrival times from
the schedule and is therefore an indicator of the cost of said
deviations. Table 4 shows the structure of dataset {TD}; 7.

TABLE 4. Structure of the data associated with each element of the
dataset {TD}.

[ vi T ved [ wiT [ sTO [ DT |

The dataset {RTD}; 7 (Relative Time Delay), was obtained
by applying the following transformation to each data record
of {TD}; r: Let TD, be the deviation in the recorded arrival
time of a vehicle on a VIJ at stop n, and let DTn — 1 be
the deviation at stop # — 1 on that same VJ, thus defining
the relative deviation in the arrival time at stop n on the VJ
(denoted as RTDn) as RTD,, = TD, — TD,_1. A positive
value for RTD,, means that the vehicle has traveled the section
between stops n — 1 and n in a time longer than planned,
a value equal to zero means that the vehicle has traveled the
section in the planned time and a negative value means that
the vehicle has traveled the section in less time than planned.
The dataset {RTD}; 7 was used to identify the sections that
cause the VJ to run early or late and to understand the pattern
that the relative deviations follow in these sections. Table 5
shows the structure of dataset {RTD}; 7, thus avoiding a
cumulative effect in the TD.

TABLE 5. Structure of the data associated with each element of the
dataset {R7D}.

[ vi ] VEH [ DAT [ STO | RDT |

C. MODELING PHASE

The objective of this phase is to gain an understanding of
the TT behavior of the VI according to different variables.
For a traveler on the route, TT is the time consumed in
going from the origin stop to the destination stop of their
journey. The ultimate goal is to understand the TT behavior
at each and every stop on the route. Specifically, the aim is to
understand how certain time-dependent factors, such as the
type of calendar day and the time of day, affect the behavior
of these times. Also, to understand how the deviations from
the scheduled arrival times at stops, TDj,, develop depending
on the section of the route. A final objective is to identify on
which sections of the route deviations from the scheduled TT
are generated according to the type of calendar day, and time
of day.
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The methodology employed clustering techniques to group
the different TT data according to their similarity; this type of
clustering technique was chosen because they are capable of
handling large datasets that are frequently used in the context
of transport, specifically the k-medoids algorithm [43], which
is one of the most robust against noise. A medoid may be
defined as the element of a group whose average dissimilarity
to all elements in the group is minimal. It is the point located
the closest to the center in the whole group.

Once a cluster solution has been obtained, the next step is to
evaluate the validity of the solution. There are various ways of
carrying out this evaluation, which may be broken down into
three categories [44]. The first category consists of techniques
based on external metrics, which measure the coincidence
of the groups with previously generated labels for that class.
The second category consists of techniques that use internal
metrics, which measure the intrinsic information of each
dataset. Finally, the third category consists of techniques that
use relative metrics, which are based on the comparison of
several different clustering solutions. For the purposes of this
study, an internal index was chosen to measure the quality of
the clusters in the first instance: the silhouette function [45].
This measures the consistency of the segments generated,
based on the tightness and separation of its elements, and is
computed by the following formula:

a( .. . .
0 if a(i) < b(i)
s(i) = 10, . if (a(i) = b(i) 4)
YOy if b < ati
a(i)

In Formula (4) a(i) is the average distance from object i
to the other objects within the cluster and b(7) is the smallest
average distance from i to all the objects of each of the clusters
to which i does not belong.

The k-Medoids clustering technique was applied to
datasets {OT}; 7, {TD}; r and {RTD}; 7.

IV. RESULTS
This section presents the results obtained in a use case of
the methodology. The use case consisted of analyzing the
behavior over one year of the arrival times at the stops on
a line of the public transport company Global Salcai-Utinsa.
This is a company that operates on the island of Gran Canaria
(Canary Islands, Spain) and is the main intercity transport
company on this island; it has a fleet of 304 vehicles operating
on a transport network with 2686 stops, 110 different routes
and 2395 daily routes. Every year, its vehicles travel around
25,000,000 kilometers, transporting 20,000,000 passengers.
With regard to the tools used, in the data preparation phase,
Oracle was used for the database system and Pentaho for inte-
gration and visualization. In the modeling phase, the RStudio
framework was used; more specifically, the PAM function of
the Cluster package [46], selecting the Euclidean distance as
the metric for calculating the dissimilarities between the data
and without determining the initial medoids.
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TABLE 6. Scheduled VJs on the analy
(excl. public holidays).

d line service Monday to Friday

VJ | Departure | VJ | Departure | VJ | Departure | VJ | Departure
ID | time ID | time ID | time ID | time

1 06:30 9 10:40 17 | 14:40 25 | 18:40

2 07:10 10 | 11:10 18 | 15:10 26 | 19:10

3 07:40 11 | 11:40 19 | 15:40 27 | 19:40

4 08:10 12 | 12:10 20 | 16:10 28 | 20:10

5 08:40 13 | 12:40 21 | 16:40 29 | 20:40

6 09:10 14 | 13:10 22 | 17:10 30 | 21:30

7 09:40 15 | 13:40 23 | 17:40 31 | 22:15

8 10:10 16 | 14:10 24 | 18:10

The line selected was number 210, and all the VJs of this
line follow the same route. With regard to the route followed
by the bus line, it should be noted that it starts in the city of
Las Palmas de Gran Canaria, which is the island’s main traffic
hub, and ends in the city of Arucas, one of the largest popula-
tion nuclei on the island. It crosses urban areas and non-urban
areas, and some of its stops are near health, educational and
commercial centers. Therefore, it is an illustrative use case of
abus line since the travel times of its different VJs are affected
by different factors related to demand, the calendar, the time
of day, traffic conditions, etc. Fig. 2(a) shows an aerial view
of the line service with the location of each of its stops,
with those considered significant for this study highlighted
in red, as will be explained below. In Fig. 2(b) the same bus
line is represented schematically, distinguishing between the
different types of road that it transits. The route has 30 stops
and one control point, and covers a distance of 23 kilometers.
The period studied was the whole of 2015. In this period,
the VIJs were scheduled according to three types of calendar
day: the first (type 0), was Monday to Friday, excluding
public holidays, the second (type 1), Saturdays, and the
third (type 2), Sundays and public holidays. Table 6 shows
VI schedule planning on the days pertaining to the first type
(Monday to Friday, excluding public holidays). For this type
of day, it may be seen that the first VJ started at 06:30, that
between 07:10 and 20:40 a V] started every 40 minutes, and
that the last two VJs started at 21:30 and 22:15. Table 7 shows
VI schedule planning on the days pertaining to the second and
third type (Saturdays, Sundays and public holidays). On these
days, a VJ was scheduled for every hour between 08:40 and
20:40, with the last two VJs starting at 21:30 and 22:15.

TABLE 7. Scheduled Vis on the analyzed line service for Saturdays,
Sundays and public holid

VJ | Departure | VI | Departure | VJ | Departure | VJ | Departure
ID | time ID | time D time ID time

1 08:40 5 12:40 9 16:40 13 20:40
2 09:40 6 13:40 10 17:40 14 21:30
3 10:40 7 14:40 11 18:40 15 22:15
4 11:40 8 15:40 12 19:40

As for the arrival time at each of the stops, the schedule
provided for the same travel time for each stop regardless
of the type of day and time of day of the VJ. The smallest
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FIGURE 2. (a) Aerial view of the stops on line 210 (those considered significant in red). (b) Schema of the type of sections on the line.

TABLE 8. Arrival time at each stop on the line.

TABLE 9. Number of users of the bus line that boarded or alighted at
each stop in 2015.

unit of time established in this schedule is a minute. Table 8
shows the planned arrival times for each of the 30 stops on the
route. The first stop, stop 0, is not included in Table 8 since
it is assumed that the vehicle starts the V] at the scheduled
time. The control point, labeled number 17, has also not
been included in the table. Each stop on the line has been
identified in the order of arrival following the set route; the
stops correspond to the labeled points 0 to 16 and 18 to 30.
According to data from the TDB, the 10 stops that were
most used by the passengers on this line in 2015 were: 0, 1,
2,3, 6, 20, 21, 26, 29 and 30. Table 9 shows the number
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Stop Arrival Stop Arrival Stop Arrival
time time time Stop Passengers | Stop Passengers Stop Passengers
1 2 11 18 22 27 0 42960 10 13 21 8304
2 7 12 19 23 27 1 4856 11 13 22 1833
3 10 13 20 24 28 2 22772 12 2279 23 1530
4 12 14 21 25 29 3 9284 13 3472 24 704
5 14 15 21 26 29 4 3700 14 52 25 3301
6 15 16 22 27 30 5 2494 15 4446 26 10534
7 15 18 23 28 3] 6 19571 16 1660 27 4047
8 16 19 25 29 32 7 251 18 2737 28 1496
9 7 20 25 30 34 8 14 19 210 29 9764
10 18 21 26 9 62 20 8301 30 42840

75

of passengers that board and alight at each of these stops.
In Fig. 2(b) these stops are represented with numbered icons;
the number indicates the order of that stop on the route, with
the exception of the origin stop.

A. RESULTS OF THE DATA PREPARATION PHASE

Table 10 shows each dataset that was processed in the data
preparation phase. These data refer to the year studied (2015).
The total number of position readings obtained from the
entire vehicle fleet after completion of all the VJs of all
the lines defined in the transport network was 51,499,404.
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TABLE 10. ber of el ts of the d used in the methodology.
Set Number of
elements

{VLR} ,5: Total number of location readings obtained in | 51,499,404

2015

{VJ} 210,.2005: Number of VJs planned for line 210 in 2105 9675

{OVJ} 21020150 Number of complete and coherent VJs | 6092

completed on line 210 in 2015

{QAVL} 11020150 Number of location readings obtained on | 158,300

the VJs in dataset {OQVJ} 102015

{OT}>10205: Observed arrival times processed in the | 6092

modeling phase

{TD}310.20:5: Deviations from the arrival times processed in | 6092

the modeling phase

{RTD}21920;5: Relative deviations from the times processed | 6092

in the modeling phase

During this year, 9675 VJs were scheduled for the analyzed
bus line. Of these 9675 scheduled VJs, when applying the
filtering process, 6092 VJ were classified as complete and
coherent from 158,300 location readings. From this integral
set of location readings, the three datasets used in the mod-
eling phase were created: {OT}zl()‘z(nj, {TD}ZI(),Z()IS and
{RTD}201,2015-

B. RESULTS OF THE MODELING PHASE

The objective of this phase is to obtain a pattern that describes
the travel time behavior of the VJs on the analyzed bus line.
This knowledge would help understand how the travel time
varies depending on the type of calendar day and the time of
day and the section of the route studied.

OT Silhouette

0.35 0.40 0.45

Average width

0.25

0.20

Nunber of clusters

FIGURE 3. Value obtained with the silhouette function for each of the
different clusters.

The first step of this phase consisted in modeling TT
behavior in 2015. To this end, the k-Medoid clustering tech-
nique was applied to the dataset { OT'}210,2015. Nine clustering
processes were carried out, generating from 2 to 10 clusters,
evaluating in each process the segmentations created with the
silhouette function. Fig. 3 contains the average value obtained
in each of the nine different cluster groupings, showing that
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the consistency values decrease as the number of clusters
used increases. As an example of the segmentations that
were created, Fig. 4 shows the results obtained for the three
groupings with the highest value in the metric: the results
for two, three and four clusters. The vertical axis represents
the arrival time from the start of the VJ, and the horizontal
axis the stops analyzed. The three vertical lines represent
the three sections into which the route was initially divided:
urban, intercity, and urban section. Each graph shows the
scheduled time (red line), the medoid of each resulting cluster
group (blue line) and the elements classified in each cluster
group (gray lines). As may be observed, using two clusters
(Fig. 4(a) and 4(b)) the average cohesion value evaluated
with the silhouette function is 0.45, and the cohesion val-
ues of each of the two clusters are 0.52 (Cluster 1) and
0.36 (Cluster 2). In the case of three clusters, the average
value for the silhouette function was 0.35, with the cohesion
values for each of the clusters 0.40 (Cluster 1), 0.44 (Clus-
ter 2), and 0.21 (Cluster 3) (see Fig. 4(c), 4(d) and 4(e)).
Finally, using four clusters in the group, the average cohe-
sion value for the four clusters was 0.34, the value of
each being 0.37 (Cluster 1), 0.36 (Cluster 2), 0.20 (Clus-
ter 3), and 0.33 (Cluster 4) (see Fig. 4(f), 4(g), 4(h) and 4(i)).
In this evaluation of the cluster groups, the two groups
that produced the highest values were those obtained using
two and three clusters. Although the group using two clus-
ters produced the highest average consistency and cohe-
sion value, the group of three clusters gave more precise
information about arrival time behavior at the stops. If we
compare both groups, we can conclude that the group using
three clusters is a refinement of the result obtained with
two clusters, and that three TT behavior patterns may be
distinguished: Cluster 1 groups the VJs that arrive at the
stops in a shorter time, Cluster 2 groups those that take more
time than the VJs in Cluster 1, and Cluster 3 groups the VJs
with the latest arrival times. In addition, the number of data
records in each of the three clusters is significant; 1,777 in
Cluster 1; 2,411 in Cluster 2; and 1,904 in Cluster 3. For the
above reasons, the grouping of three clusters was taken as the
reference for classifying TT behavior.

The second step of the modeling phase consisted of
obtaining the behavior patterns for the deviations from the
arrival times at the selected stops on the route. To this end,
the reference grouping of three clusters was used. There-
fore, three patterns were generated, which were defined as
the difference function between the observed arrival time
and the scheduled arrival time. Fig. 5 shows the data gen-
erated with this difference function grouped in each clus-
ter: Cluster 1 Fig. 5(a), Cluster 2 Fig. 5(b) and Cluster 3
Fig. 5(c). The vertical axis represents the deviation of the
arrival times from the scheduled times and the horizontal
axis, the selected stops. The three vertical red lines represent
the same as in Fig. 4. Each graph shows the medoid of
the cluster group (blue graphs) and the deviations from the
scheduled arrival time for each VJ from each cluster group

(gray graphs).
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FIGURE 4. Result of clustering the dataset {OT};10,2015. With two, three and four clusters using the k-Medoid technique.

The third step of the modeling phase identified the sections
that generated delay and the sections in which there was a
reduction in delays. For this, a group of three clusters was
created with the dataset {RTD}210,2015. The results are shown
in Fig. 6. The vertical axis represents the relative deviation
of the VJ at each stop, and the horizontal axis the stops
analyzed. As in the previous two figures, the three vertical
red lines represent the three sections into which the line route
was divided. Each graph shows the medoid of each of the
three resulting cluster groups (blue graphs) and the elements
classified in each cluster group (gray graphs).

V. DISCUSSION

From the results obtained in the analysis of the arrival times
at stops, it may be concluded that these times do not follow
a single pattern, as was assumed in the bus timetable. From
these results three behavior patterns were obtained. The first
pattern relates to the VJs that reach the stops on the route
in the least amount of time (Cluster 1, Fig. 4(c)), the second
pattern, the Vs that take longer than the first cluster (Clus-
ter 2, Fig. 4(d)), and the third, the VJs that take the most
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time to reach the stops (Cluster 3, Fig. 4(e)). The pattern of
Cluster 1—the cluster with the greatest schedule adherence—
is represented by its medoid, which indicates a deviation from
the schedule that rarely exceeds 5 minutes, the time threshold
considered tolerable according to studies carried out by var-
ious public transport agencies (see Fig. 5(a)). Nevertheless,
it is noteworthy that a considerable number of VJs arrive
before the scheduled time (in Fig. 4(c) the VJs below the
red line representing the schedule and in Fig. 5(a) with TD
the VJs with negative values). Non-adherence with schedules
when arriving ahead of time is an event that should not occur
on routes that are planned by timetables. Conversely, another
behavior evinced by the results is that the greatest VJ delays
accumulate on the final part of the route, specifically from
stop 20 onwards—the first stop of the county road section
as shown in Fig. 2(b). On this final part of the route, delays
generally exceed 5 minutes, and in the clusters that show
behavior patterns of greater deviation from the schedule, this
may even exceed ten minutes. This fact is also relevant to
VI scheduling, since it implies that part of the time planned
between the end of the delayed VJ and the next to be carried
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FIGURE 6. Result of the clustering process with 3 clusters applied to the dataset {RTD}5;0,2015-

out by the same vehicle—a time interval planned so that the
driver can rest and the passengers board the vehicle for its
next VJ—is consumed by the delay and may result in the late
departure of the next VJ to be made by that vehicle. Finally,
another generalized behavior revealed by the results is that
the deviations in arrival times at the stops are maintained or
increase at the following stops on the route. This behavior can
be clearly seen in the forms of the medoids in the three graphs
of Fig. 5.

As has already been mentioned, it is clear from the results
that the scheduling of arrival times assuming constant values
at each stop on the route is not realistic. This statement
is supported by the fact that the resulting clusters have a
considerable number of samples and their medoids acquire
different forms. The question that arises now is how to ana-
lyze the relationship between them and the type of day and
time of day. To conduct this analysis, contingency tables
have been used to represent the frequency with which these
patterns occur on different types of day and times of day.
Fig. 7 shows these tables for the grouping of three clusters.
To analyze the relationship with the type of calendar day,
two contingency tables were obtained; one with the months
of the year (Fig. 7(b)) and another with the days of the week
(Fig. 7(c)). To analyze the time of day, four contingency tables
were obtained; one with the time of day at which VJs began
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on “Monday to Friday excluding public holidays” (Fig. 7(d)
with VJs between 06:00 and 15:00 and 7(e) with VJs between
16:00 and 22:00); another with the time of day at which
VJs began on Saturdays (Fig. 7(f)); and another with the
time of day when VJs began on Sundays and public holidays
(Fig. 7(g)). In the tables shown in Fig. 7(b) and 7(c) it may be
seen that, in the month of August and on Sundays or public
holidays, the most frequent pattern is Cluster 1: the VIJs
that takes the least amount of time to arrive at the stops.
In the tables that associate the clusters with the time of day
(Fig. 7(d), 7(e), 7(f) and 7(g)) it is clear that arrival time
behavior varies depending on the type of day; the behavior
is different from Monday to Friday, on Saturdays and on
Sundays and public holidays. Moreover, for each of these
types of day, the behavior varies according to the time of day.
From the results it may be concluded that, in order to adapt
a timetable to reality, different forecasts should be used that
take into account the following:

« The time of year; August differentiated from the rest of
the months of the year.

o The type of day, differentiating Monday to Friday
excluding public holidays, Saturdays, and Sundays and
public holidays.

o Time of day, differentiating time periods and type
of day.
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In the analysis of the results obtained in the classifications
of the dataset {RTD}201,2015 formed by the deviations from
schedule from one stop to the next on the route, the points
of inflection in the medoids are of special interest. These
points indicate a change in the behavior of the deviations from
the planned schedule, as discussed in Section 3.3, in which
the usefulness of this dataset was described. The possible
changes are: a section in which the delay decreases; a section
in which the delay is maintained; and a section in which the
delay increases. In order to improve punctuality, the inflection
points marking the beginning of a section in which delays are
generated are particularly relevant, since once these sections
have been identified, they can be studied to determine the
causes of this behavior. At stops 3, 6, 21, 26 and 29 all the
medoids have inflection points (see Fig. 6(a), 6(b) and 6(c)).
Of these stops, those that begin a section in which a delay
is generated are stops 3 and 21 in all the medoids, and stop
29 only in the medoid associated with Cluster 3. The section
that begins at stop 3 ends at stop 6, the section that begins
at stop 21 ends at stop 26, and the section that begins at
stop 29 ends at stop 30. To study the possible causes of this
behavior in these sections, it would be necessary to analyze
the influences of the DW and RT times on the TT of these
sections. If we consider the users of the stops located in
these sections, these stops are not the most frequented on the
route; this leads to the conclusion that the DW time is not the
main cause of the slowness of the vehicle in these sections.
To analyze the effect of the RT time on the TT of these routes,
the information provided by the transport company’s geo-
graphic information system was used and it may be observed
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that a factor that both routes have in common is that they run
along single-lane roads in both directions and without any
road signs that prioritize public transport vehicles. It could
therefore be concluded that the reason for deviations from
the schedule in these sections is due to the low speed of the
vehicles owing to the conditions of the roads along which they
travel. A source of valuable information to analyze the causes
of the low speed of these vehicles is GPS readings indicating
when vehicles are stationary in these sections, since these
readings may follow a pattern that enables these causes to be
identified, but this is a subject that falls outside the scope of
this paper.

Finally, it should be noted that the proposed methodology
enables information on TT behavior to be obtained with-
out specialist knowledge, which would otherwise be neces-
sary if traditional methodologies, based mainly on statistical
methods, were used.

VI. CONCLUSIONS

This paper has presented a methodology for analyzing TT
in a context of a road-based mass transit system planned by
timetables. The methodology, based on data mining, uses the
location data of vehicles from the public transport fleet as
initial data. It enables the TT of the different scheduled routes
to be systematically analyzed, guaranteeing the validity of
the results by subjecting the data to validation processes.
In addition, in order for the methodology to be suitable for
implementation on the greatest possible number of mass
transit systems, it has been formalized using standard data
models and metrics. From the methodological point of view,
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the proposal is based on the k-Medoids clustering technique,
used to obtain the TT behavior patterns of the VJs, and the
silhouette function, used to evaluate the consistency of the
clusters.

In the modeling phase, three sets of input data were used.
The first dataset, made up of the recorded arrival times at
stops, was used to obtain the TT behavior patterns of the
analyzed routes. The second dataset, containing the devia-
tions from the scheduled stop times, was analyzed to under-
stand the behavior of these deviations and to detect where
the greatest cost is incurred in terms of quality of service.
The third dataset, containing the relative deviations in arrival
times at each of the stops, was used to obtain information
about the TT behavior in the different sections of a route. This
information enables the identification of the sections on the
route in which scheduled TT deviations occur (late or early
arrival). Once these sections have been identified, they may
be analyzed individually to detect the places and causes of
these deviations.

This paper presents a use case in which the TT of a trans-
port line of a public transport operator was analyzed, using
real data provided by the operator. The results have provided
information about the TT behavior of this line according to
different types of day and times of day. This information
enables possible improvements in the scheduling of stops,
making it more reliable and thus improving quality of service.
It has also made it possible to identify the sections of the route
in which the greatest schedule deviations occur.
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Los articulos presentados se enmarcan dentro del dmbito de los Sistemas de
Transporte Inteligentes para el transporte publico de viajeros interurbano por
carretera, donde los servicios estan planificados por horario, no por frecuencia, por lo
que la demanda estd condicionada por el servicio [50]. Aunque en algin caso es
posible la generalizacion, la mayor contribucién de estos documentos en el ambito
concreto del transporte interurbano, es la propuesta de soluciones sistematicas para
el analisis de la demanda y el control de los tiempos en las operaciones de
transporte.

Por otro lado, también cabe destacar que se basan exclusivamente en datos
recogidos en la propia actividad, relacionados con el tiempo (hora de salida de la
expedicion, de llegada y salida a las paradas), el espacio (ubicacién de las paradas) y
datos generados por sistemas de abordo (de posicionamiento y de pago), por lo que
no necesitan de una infraestructura ni de recursos especificos para poder ser llevados
a cabo. Asi mismo, se han desarrollado con software libre, por lo que facilita la
innovacién y la transferencia de conocimiento a la empresa.

Es indiscutible el nuevo enfoque que se estd dando en los Ultimos anos a la
movilidad: las ciudades se estdn empezando a disefar para personas, no para
automoviles, las autoridades ofrecen subsidios para impulsar modos de transporte
sostenibles y las empresas de transporte publico personalizan sus servicios. Surgen
nuevos modelos como la arquitectura CHIP (Conectada Heterogénea Inteligente
Personalizada) para incorporar sistemas de movilidad multimodo basados en
conectividad ubicua [51], y para alentar la creacion de soluciones innovadoras y
creativas, las autoridades y las empresas comienzan a publicar datos sobre la

movilidad de los ciudadanos [52].

En este marco aparecen nuevos conceptos y areas de trabajo, como el de
infomobilidad, que abarca todo lo relacionado con los sistemas de gestion de la
informacion necesarios para los gerentes del transporte y los viajeros [53], el de
energia informdtica, para reconocer el papel que juegan los sistemas de informacién

en el incremento de la eficiencia energética, los sistemas de informacion verdes [54].

Por ultimo, indicar que los trabajos que forman parte de esta tesis por compendio se
encuentran dentro de estas lineas de futuro, con la particularidad de que estan

orientados al transporte interurbano por carretera, cuando muchas de las
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publicaciones relacionadas con estas nuevas areas se encuentran enfocadas en el

transporte urbano [55].
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