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Abstract
The whole world is embroiling the pandemic situation caused by COVID-19, which is 

spreading across all countries. As of mid-May, COVID-19 continues to increase the number 
of people affected and the number of deaths in each country. Each country’s administrations 
concerned are making endless efforts to maintain public health, mental health and to 
regulate the rate of illness of COVID-19. Analysis of COVID-19 data using the machine 
learning paradigm is becoming a major interest of the researcher in these situations. Several 
researchers analyzed data from COVID-19 to predict infection, death, cured persons in the 
future, which may lead to the planning of each country’s regulatory authority to maintain the 
public health of its people. The machine learning algorithm provides more accurate results 
when the data size is large due to the lower number of data sets available to COVID-19, 
making the most accurate predictions a challenging task to implement the machine learning 
algorithm. This paper was essentially designed to predict the active rate, the death rate, and 
the cured rate in India by analyzing the data of COVID-19. There are three models of machine 
learning Support Vector Machine (SVM), Prophet Forecasting Model, and Linear Regression 
Model for predicting active rate, death rate and cured rate. Prophet Forecasting Model has 
been shown to be the best predictive method for predicting active rate, death rate and cured 
rate compared to SVM and Linear Regression when the vast uncertain and small data sets. 

Subject Classification:  (2010) 68T01.

Keywords: COVID-19, Support vector machine, Prophet forecasting model, Linear regression model, 
Machine learning, Forecasting, Time series analysis.

1.  Introduction

The world is facing the Novel Coronavirus (COVID-19) pandemic 
that outbroke in December 2019 in Wuhan , China. As on May 13, 2020 
the active cases in the world has grown to 43.07 lakh, total deaths have 
reached 2.90 lakh. The pandemic is already spreading in all states of India, 
and the figure is continually rising.

In this paper, the authors analyzed the COVID-19 data from India 
using models, namely the support vector machine (SVM), the prophet 
prediction model and the linear regression model. The objectives of this 
analysis are: (a) to compile a time series COVID-19 pandemic data set for 
the forecasting of the active rate, death rate and cured rate (b) comparative 
analysis of the forecasting results produced by the support vector machine, 
linear regression model and prophet model, among which the prophet 
model provides better accuracy (c) to predict the future public health 
scenario.

In this paper the sections 2 discussed the work of COVID-19 and 
other related pandemic work. Methods and materials have been explained 
in Section 3. Section 4 shows the train process and the test of the models, 
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the results are discussed in section 5 and section 6 concludes the paper 
and identifies possible future scope.

2.  Related Work

Li Q et. Al. identified that novel Coronavirus (COVID-19) pandemic 
was initiated from Wuhan, China in December 2019 which has been 
spread out whole world. Authors reported that COVID-19 has diverse 
effects on the public health due to no early detection and a person infected 
by COVID-19 infect several persons within a small time [1]. 

Liu K et.al.’s clinical study on different age group patients of 
COVID-19 compared the clinical data and suggested that the morality of 
elderly patients is larger than the teen and medium-aged patients. They 
have also emphasized that the elder patients have higher proportions than 
teen and medium-aged patients in terms of PSI score IV and V [2]. 

Cobb JS et.al., identified the effect of COVID-19 on cumulative 
growth trend of shelter in place (SIP) orders of US. They have used 
statistical analysis and random forest approach to analyze the cumulative 
growth trend of COVID-19. They have concluded that the growth trend 
of COVID-19 is effectively reduced after SIP order of US government and 
countries with higher density getting more benefit from the SIP order [3]. 

S.J. Fong et.al define a hybrid methodology for time series analysis 
to forecast the COVID-19 cases. The hybrid model is combination of 
composite Monte-Carlo (CMC) and GROOM methodology [4]. The result 
of CMC improved by using deep learning neural network and set of fuzzy 
rules. It has been experimentally proved that the suggested model provide 
better results for the forecasting the possibilities on the highly uncertain 
and lower size data set [5]. 

Tanujit Chakraborty et. al performed risk analysis and real time 
forecasting on COVID-19 data set of France, Canada, South Korea, India 
and UK. Research has been conducted in two phases. First phase covers 
hybrid model of ARIMA [6] and Wavelet-based forecasting model [7] for 
the real time forecasting. In second phase they have used the regression 
tree model to find the dependency parameter for morality rates [8]. 

Wei Yu et. al have identify the SVM as best classifier in terms of 
analysis of uncertain data. They have experimentally analyzed the data 
set of diabetes and pre-diabetes of US population [9]. 

A variety of studies related to the pandemic of COVID-19 has been 
carried out considering the time series analysis to forecast future results. 
Several time series methods [10-14] have been used including ARIMA 
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[15], forecasting the seasonality and trend [16], and Epidemic forecasting 
[17-19] for pandemic prediction.

Vaibhav Bhatnagar et. al have analyzed different data of human 
being like gender, age, communication type, current status and travel 
history for the identification the factor for COVID-19 spread. This paper 
concludes that only age is not a factor of spreading the COVID-19. The 
Indian people dataset taken for analysis [20].

Vijander Singh et.al have analyzed the COVID-19 data and uses 
the two models support vector machine (SVM), linear regression to find 
out the better model for predicting the mortality rate. It concludes that 
SVM is better predictor to predict the mortality rate over uncertain data of 
COVID-19 [21].

3.  Methods and Material

The research has been performed over three machine learning 
algorithms SVM, linear regression and prophet methods. The methodology 
adopted for this analysis described in following sections.

3.1  Data Collections

The dataset has been extracted from “https://raw.githubusercontent.
com/umangkejriwal112 2/MachineLearning/master/Data%20Sets/
covid_19_clean_complete.csv”. The data set covers date wise confirmed, 
death, recovered from date January 20, 2020 to May 07, 2020. Authors have 
calculated the day wise active cases (ac), active rate (ar), death rate (dr), 
and cured rate (cr) by the following equations where cc is confirmed cases, 
dc is death cases and rc is recovered cases for i = first day (January 20, 
2020) to last day (May 07, 2020):

i i i iac cc dc rc= − −

100i
i

i

cc
ar

ac
= ∗

100i
i

i

cc
dr

dc
= ∗

100i
i

i

cc
cr

rc
= ∗

https://raw.githubusercontent.com
https://raw.githubusercontent.com
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Now the data set of India has following columns Date, Confirmed, 
Death, Recovered, Active, Active rate, Death rate and Cured rate. The 
figure-1 shows the graph of active rate, death rate and cured rate day wise 
in India.

3.2  Support Vector Machine (SVM)

The SVM [22] is a supervised learning model which applied on 
labeled data set. It produces a series of labelled input-output mapping 
functions and features details. The SVM can be used as a regression 
method or classification method [17]. 

3.2.1 SVM Classification (SVC)

The nonlinear classification kernel function which generates space 
for input data to grow more distinguishable associated with the original 
input space. Maximum-margin hyperplanes are built. The resulting model 
relies only on a subset of training data within the class boundaries. 

3.2.2 SVM Regression (SVR)

The model generated by the Support Vector Regression do not 
consider any training data that is too similar to the predicted values. In the 
linear regression the cost function given in equation 1 is aim to minimized.

2
1

MIN ( ) (1)n
i i ii

y x c
=

−∑
Where yi is the label, ci is the coefficient, and xi is the features of 

labeled data set. SVR defines the hyperplane in higher dimensional to 
perfectly fitting of input data. SVR also provide to end users to choose 

Figure 1
Active Rate, Death Rate and Cured Rate due to COVID-19 in India
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the acceptable error in the model. SVR have objectives to minimize the 
coefficients not the cost function or squared error. Error is marked in to 
the constrained where the identified margin is set to greater than or equal 
to the absolute error, known as maximum error, Œ (denoted by epsilon). 
The tuning is performed over the Œ (epsilon) to acquire the accuracy of the 
model. The objective of SVR is defined by following equation

21MIN 
2

(2)c

Constraint 

(3)i i iy x c− ≤∈

3.3  Linear Regression Model 

The LR [23] model simply finds the best fit line across the set of data 
input (features and labels). The LR draws a regression line through which 
all data points have least distance from it [24]. Mathematically the LR can 
be expressed in the form of equation of line, A simple linear regression 
line equation can be written as:

0 1  ,           1, 2... (4)i i iy x i nα α ε= + + =

The equation (4) can be expressed individually by following equations

1 0 1 1 1 (5)  y xα α ε= + +

2 0 1 2 2 (6)  y xα α ε= + +

                                                          ⋮

0 1 (7)  n n ny xα α ε= + +

All the equation will be added to get the equation

0 1 (8 )n i iy n xα α ε= + +∑ ∑ ∑
In linear regression, the sum of the residuals is zero. Removing the  

Sei = 0 the following equation will get 

0 1  (9)n iy n xα α= +∑ ∑
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The LR uses the least square test to reduce the amount of the squared 
distance from the regression line. If C represents the sum of the squared 
residuals:

2 2
0 1 1 1 0 1 2 2

2
0 1

( ) (
(1

) ...
( 0))n n

C x y x y
x y

α α α α

α α

= + − + + − + +

+ −

This is a quadratic polynomial problem. To minimize C, we take the 
partial derivatives with respect to a1 and set the results to 0 and we get:

2
0 1    (11)i i i ix y x xα α= +∑ ∑ ∑

Solving equations (1) and (2), we can then get the value of a0 and a1

3.4  Prophet Forecasting Model 

Prophet model [24] is designed by facebook for forecasting time series 
analysis based on simple linear equation which fit the non-linear trends 
by adding the daily, weekly, and yearly seasonality by considering holiday 
effect. Prophet basically fit the non-linear and linear functions of time as 
regressor [19]. The model equation of Prophet Model can be expressed as 
follows:

( ) ( ) ( ) ( ) ( ) (12)k t tr t se t ho t id t= + + +

Where tr (t) : trend that can be defined non-periodic changes in terms 
of growth, se(t): seasonality that can be defined periodic changes that can 
be measured in form of weekly, monthly or annual, ho(t): Holiday defines 
effects of holidays (possibly unpredictable schedules ≥ 1 day(s)), id(t): 
Individual define individual changes not adjusted by the model.

Now lets understand mathematics behind these parameters is shown 
in below section.

3.4.1  Trend

In Prophet Model the trends can be illustrated by two fundamentals 
which depends upon the growth nature if the growth is logistic then the 
Saturating growth model is defined for the measuring the trends and 
if growth is linear then the Piecewise linear model is defined for the 
measuring the trends. 

a.	 Saturating growth model (if growth is logistic):
	 When the data is saturated in nature, the patterns can be determined 

by the equation (13) i.e. wrestling restrictions such as: cubed images, 
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computing capacity, number of users, Internet connection. Typical 
simulation of these nonlinear, saturating phenomena is effectively 
achieved.

( ) (13)
1 exp( ( )

CCtr t
gr t d

=
+ − −

Where: CC is the carrying capability, gr is the growth rate, d is an 
offset parameter

The CC cannot be constant because the data features have varies 
in numbers like the number of persons use social media is increases or 
decreases. So the changing of the CC with a time-dependent capacity 
CC(t). To identify behavior changes of the model it need to identify the 
change points where the growth rate has been changed.

Let’s suppose the number of change points are A at time aj, where j 
= 1, …, A. 

If dj defines the changing in the rate at time aj then the rate for time t 
will be summation of the is then the base rate (gr), and dj in the condition 
of j : t < aj, i.e. given by following equation.

:
(14)

j
jj t a

gr δ
<

+ ∑

It can be more precisely defined by describing a vector using following 
equation.

b(t) {0, )1} (15A∈

It can be better understand by below mentioned equation:

1, if  
( ) (16)

otherwis0, e
j

j

t a
b t

 ≥= 


The rate at time t is can be expressed by gr+b(t)Td. When the rate gr 
is changed due to dj , the offset parameter d need to change to link the 
endpoints of the sections. Thus accurate changes in d at change point j is 
evaluated by following equation:

( ) 1 (17)ii j
j j ii j

ii j

gr
a d

gr

δ
π π

δ
<

<

≤

 + = − − −  + 

∑
∑

∑

Finally, the piecewise growth is derived by the below mentioned 
equation:
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T T

( )( ) (18)
1 exp( ( ( ) )( ( ( ) )))

CC ttr t
gr b t t b tδ π

=
+ − + − +d

b.	 Piecewise linear model ( if Growth is Linear)
	 The forecasting dataset which does not have the saturated growth, 

the Piecewise constant rate of growth evaluate the most accurate 
forecasting often used by the Prophet. The linear trend is modeled 
and there is no requirement of adjusting of basic growth rate and 
offset. It can be calculated by following equation

T T( ) ( ( ) ) (d ( ) ) (19)gr t gr b t t b tδ π= + + +

Where: gr is the rate of growth, d is changing in the rate, d represent 
the displacement.

3.4.2  Seasonality

The seasonal component se(t) defines and add the effects of changes 
periodically in daily, weekly and annual seasonality of the data set. The 
prophet method uses the Fourier series analysis to define an agile model 
for periodic effects. Suppose that R determines the standard time span 
that the time series would have. It can be expressed R = 365.25 for annual 
data or R = 7 for weekly data, when time is measured in days. The se(t) 
could be expressed by below mentioned equation:

1

2 2( ) cos sin (20)J
n ni

it itse t a b
R R
π π

=

    
= +    

    
∑

Seasonality fitting involves the calculation of 2J parameters  
a = [a1, b1,…,aJ,bJ]T. It is achieved by forming a matrix of seasonal vectors 
for each value of t in our past and predicted results.

3.4.3  Holiday

In Prophet it is also evaluated that the holiday also has impact on the 
time series analysis of the datasets for forecasting. The parameter ho(t) is 
also consider on asymmetrical schedules for predictive happenings of the 
year. Let Pi is the collection of all historical and forthcoming dates for that 
holiday. It includes a pointer function which shows that time t is during 
holiday i. we also add every holiday a value £i i.e. equivalent updation in 
the forecast. That can be expressed as similar procedure as seasonality by 
obtaining a matrix of regressor 
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1( ) [1( ), .,1( )] (21)LY t t P t P= ∈ ……… ∈

( ) ( ) £ (22)ho t Y t=

4.  Train and Test Models

This paper uses SVM, LR and Prophet for forecasting the active rate, 
death rate and cured rate on the data set COVID-19 pandemic in India. 
The study found that Prophet method is more accurate in forecasting 
the time series analysis due its trend measurement characteristics which 
may either linear or logistic for determine the growth curve. The seasonal 
module uses the Fourier transformation series for analysis of data based 
on yearly, weekly, or daily basis. Prophet model automatically identify the 
change points in data which affects the trends [25]. SVM may shows more 
accuracy in the area of classification, time series forecasting, data mining 
and regression. The nonlinear SVM regressor generates a high dimensional 
features space for input data to develop more distinguishable associated 
to the original input space for time series forecasting. Maximum-margin 
hyperplanes are then created [26- 29]. LR can also be used for the time series 
forecasting. The LR predicts in two ways, one is casual method (it is used 
when the data set does not have the timing constraint) and second is time-
series analysis (which fits the points with the regression line of historical 
performance of dataset). The LR method does not use the seasonality or 
other component which may affect the data on the parameter of time [30]. 
Data have been split in training and testing data set for the purpose of 
train and validate model. All three models have applied to predict the 
active rate, death rate and cured rate for future of three weeks. The SVM 
tuned for the parameters input space which transforms it to a higher 
dimensional space. Prophet model has also cross-validated in the span 
of 50 days to check the results of the model. The figure 2, 3 and 4 shows 
the graph between the actual test data and the prediction made over the 
test data using SVM train model. The figure 5, 6 and 7 shows the graph 
between the actual test data and the prediction made over the test data 
using LR train Model. The figure 8, 9 and 10 shows the graph for predicted 
and actual datasets using Prophet.
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Figure 2
Test the active rate using SVM 

trained Model

Figure 3
Test the Death rate using SVM 

trained Model

Figure 4
Test the cured rate using SVM 

trained Model

Figure 5
Test the Active rate using LR trained 

Model

Figure 6
Test the Death rate using LR trained 

Model

Figure 7
Test and cured rate using LR trained 

model
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Figure 8
Forecasting the Active rate using Prophet Model

Figure 9
Forecasting the cured rate using Prophet Model

Figure 10
Forecasting the Death rate using Prophet Model
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5.  Results and Discussion

The forecasting of predicted active rate, death rate and cured rate 
of COVID-19 has been calculated by applying the SVM, LR and Prophet 
methods. The experimental setup of all three models concludes that the 
Prophet model gives the most accurate forecasting the predicted COVID-19 
active rate, death rate and cured rate in comparison to other two models. 
The following figures are the graphs between the predicted and actual 
values of active rate, death rate and cured rate by SVM, LR and Prophet 
model.

Figure 11
Actual & Predicted Active Rate (SVM Model)

Figure 12
Actual & Predicted Cured Rate (SVM Model)
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Figure 13
Actual & Predicted Death Rate (SVM Model)

Figure 14
Actual & Predicted Active Rate (LR Model)

Figure 15
Actual & Predicted Cured Rate (LR Model)
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Figure 16
Actual & Predicted Death Rate (LR Model)

Figure 17
Actual & Predicted Active Rate (Prophet Model)

Figure 18
Actual & Predicted Cured Rate (Prophet Model)
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Figure 19
Actual & Predicted Death Rate (Prophet Model)

5.1 � Mean Absolute Error (MAE), Mean Square Error (MSE) & Root Mean 
Square Error (RMSE) of SVM, LR and Prophet Models:

In this paper we have also calculated the “Mean Absolute Error 
(MAE)”, “Mean Square Error (MSE)” & “Root Mean Square Error 
(RMSE)” of proposed models (SVM, LR and Prophet Model) on the active 
rate, death rate and cured rate. The errors are calculated on the basis of 
test data of 20% in SVM and LR model. The Prophet model has been cross 
validated in the horizon of 50 days check points. The table 1 shows the 
MAE, MSE and RMSE for SVM, LR and Prophet Model i.e. calculated over 
the data set novel COVID-19. By the analysis of these errors it is concluded 
that it is concluded that Prophet Model provides the optimized solution 
for forecasting than other two models.

Table 1
Showing the MAE, MSE and RMSE for SVM, LR and Prophet Model

Model Parameter MAE MSE RMSE

SVM

Active Rate 15.73 266.82 16.33463
Cured Rate 366.26 139229.8 373.1351
Death Rate 3.9 17.12 4.137632

Contd...
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LR

Active Rate 33.6 1196.42 34.5893
Cured Rate 12.95 191.2 13.82751
Death Rate 0.62 0.466 0.682642

Prophet

Active Rate 31.55511 1037.042 32.20313
Cured Rate 52.11855 2738.635 52.33197
Death Rate 1.300317 1.701083 1.304256

6.  Conclusion and Future Scope

In this research the SVM, LR and Prophet Model has been 
experimentally tested for the time series analysis of forecasting the 
predicted active, death and cured rate on novel COVID-19 pandemic 
data set of Indian population. The main concerned of this research is to 
compare the SVM, LR and Prophet Model for forecasting the time series 
analysis on highly uncertain and short data of novel COVID-19 pandemic 
data set of Indian population. This research suggested that Prophet 
Method gives the better performance than the SVM and LR model for the 
time series data forecasting. The Prophet model measures trends of the 
dataset by analyzing data nature either linear or logistic for determine 
the growth curve. The seasonal module uses the Fourier transformation 
series for analysis of data based on yearly, weekly, or daily basis. Prophet 
model automatically identify the change points in data which affects 
the trends. These features are not available in SVM and LR method. 
However, SVM also provide the significant results in comparison to LR 
Model. SVM generates a high dimensional features space for input data 
to develop more distinguishable association to the original input space for 
time series forecasting. Maximum-margin hyperplanes are then created. 
SVM also generate improved performance values to forecast the predicted 
COVID-19 data set using kernel function. The LR model gives the worst 
result in comparisons to other two models. The LR method does not use 
the seasonality or other component which may affect the data on the 
parameter of time. From whole analysis it is also suggested that in India 
more severe restriction and regulating steps are recommended to control 
the speed of COVID-19. Authors believe that the suggested work will help 
to the regulating authority of any country to predict the future based on 
recommended Prophet model for what will be scenario of COVID-19 
in coming days. They can make impressive arrangements of medical 
emergency services, quarantine, social distancing, and Lockdown period 
to recover from the pandemic situation raised due to novel COVID-19.
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