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Abstract. Considerable research has been conducted into the classifi­
cation of Physical activity monitoring, an important field in computing 
research. Using artificial neural networks model, this paper explains novel 
architecture of neural network that can classify physical activity moni­
toring, recorded from 9 subjects. T'his work also presents a continuati0n 
of benchmarking on various defined tasks, with a high number of activi­
ties and personalization, trying to provide better solutions when it comes 
to face common classification problems. A brief review of the algorithm 
employed to train the neural network is presented in the first section. 
We also present and discuss sorne preliminary results which illustrate 
the performance and the usefulness of the proposed approach. Theº last 
sections are dedicated to present results of many architectures networks. 
In particular, the experimental section shows that multiple-output ap­
proaches represent a competitive choice for classification tasks both for 
biological purposes, industrial etc. 

Keywords: Resilient Backpropagation, Classification, Physical Activity 
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1 Introduction 

Recently, data sets from different fields of activity and recognition have become 
publicly. Monitoring objectives are to estimate physical activity intensity and 
recognize activities. The approach and challenges in this field are the differ­
ent conditions, monitoring and the difficulty of common classification problems. 
This area of research suffers from many problems; there is a deficient of standard 
dataset, due to differing physical conditions of individuals, and also established 
benchmarking problems. However, only a few limited datasets are publicly avail­
able in this field of research [1]. Hence, there is a need for datasets specifically 
created for physical activity monitoring, and benchmarked on tasks defined in 
this field. However, only a few, limited datasets are publicly available in this 
research field. 
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Physical activity has been identified as one of three key health behaviors 
impacting the major chronic diseases of aging that are increasingly responsible 
for a substantial proportion of global mortality, the goals of physical activity 
monitoring are to estímate the intensity and to recognize activities like sitting, 
walking, running or cycling, etc. 

Physical activity has been identified as one of three key health behaviors 
impacting the major chronic diseases of aging that are increasingly responsible 
for a substantial proportion of global mortality. 

2 Problem Description and Review of Existing 
Approaches 

It 's important to note that the detection of relevant actions in real life is neces­
sary in many areas. the works of [1],[3],[4],[5] have presented several works, for 
the classification of physical activities, using various techniques of classification 
and recognition of activities. 

However, usually tests and algorithms are performed in their own databases 
using particular specifications related to research groups. For this reason, its 
difficult to compare and conclude which methodology or technique is better. 
Therefore there is a need for databases that allow the comparison of different 
learning algorithms under the same conditions. This would allow replication 
of the procedures using different approaches, and should be flexible allowing 
different experimental setups. 

In [9] illustrates the use of the dataset addressing the recognition of ges­
tures and modes of locomotion using body-worn sensors for comparing different 
techniques by presenting a benchmarking study of four classification techniques 
(K-nearest neighbors, Nearest Centroid Classier, Linear and Quadratic Discrim­
inant Analysis). In [1] ha ve used five different classifiers selected from the Weka 
toolkit for creating the benchmark: Decision tree (C4.5), Boosted C4.5 deci­
sion tree, Bagging C4.5 decision tree, Nave Bayes and KNN. It has achieved 
good (90% and more) performance using the KNN and the boosted decision tree 
classifiers, but when comparing classification performance individually for the 9 
subjects, a high variance can be observed: the individual performance varíes on 
the all task between 7 4.023 and 100%. Therefore, personalization approaches 
(subject dependent training) could significantly improve on the results of the 
benchmar k, and are highly encouraged. 

The intensity estimation and activity recognition tasks can be regarded as 
classification problems. 

In our experiment, we will try to achieve better results considering classifica­
tion with all task at the same time. 

3 Artificial Neural Nestworks Algorithms 

3.1 Introduction 

The power and utility of artificial neural networks (ANNs) have been shown in 
severa! applications including speech synthesis, diagnostic problems, medicine, 
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business and finance, control, robotics, signal processing, computer vision and 
many other problems that are included in the category of pattern recognition. 
In sorne application areas, neural models are promising to achieve human-like 
performance through artificial intelligence techniques more traditional. 

Nowadays significant progress has been made in the field of neural networks, 
enough to attract a lot of attention and research funding. Research in the field is 
advancing on many fronts. New neural concepts are emerging and applications to 
complex problems developing. Clearly, today is a period of transition for neural 
network technology. 

A neutal network is a powerful data modeling tool that is able to capture and 
represent complex relationships between inputs and outputs. The motivation for 
the development of° neural networ k technology stemmed from the desire to de­
velop an artificial system that could perform "intelligent" tasks similar to those 
performed by the human brain. The models of ANNs are being applied success­
fully for solving a variety of complex problems in various fields of research. 
The Backpropagation algorithm is a learning algorithm used to train networks 
with multiple layers by minimizing propagation error by gradient descent method 
that iteratively adjusts the parameters of the neural network (weights) to mini­
mize the sum of errors The choice of the learning rate, which scales the derivative, 
has a significant effect on the time required to achieve the convergence. If set too 
small, too many steps are necessary to reach an acceptable solution, instead a 
possibly large learning rate will lead to oscillations, preventing the error falls be­
low a certain value. To overcome these inherent disadvantages, many algorithms 
have been proposed to <leal with the problem, doing sorne kind of adaptation of 
parameters during learning ( e.g. global and local adaptive algorithms) [6]. 

3.2 Reslient Backpropagation 

The resilient Backpropagation (RPROP) algorithm proposed by Riedmiller and 
Braun is one of the best performing learning methods for neural networks. 
RPROP is an effective new learning that performs a direct adaptation of the 
weight scale information based on the local gradient. A fundamental differ­
ence with adaptive techniques previously developed, the adaptation effort <loes 
not tarnish the gradient behavior whatsoever [6]. In [7] Present description of 
RPROP algorithm and implementation details. We propose a novel neural us­
ing resilient Backpropagation to train, with different architectures, is performed 
on classification problem. Our dataset for physical activity monitoring, recorded 
from 9 subjects, performing 18 different activities [1 ]-[2], are publicly available, 
and can be downloaded from [8]. 

In the algorithm 1 we describe the Rprop algorithm as proposed in [6]. The 
basic principal of RPROP is the direct adaptation of the weight update values 
L\ii, in contrast to learning rate employed with gradient descent. With the gra­
dient descent learning, the size of the derivative decreases exponentially, but the 
size of the weight step is only dependent on the sequence of signs and not on the 
magnitude of the derivative using RPROP. 
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Algorithm l. The Rprop algorithm as introduced in [6] 
1: Algorithm describes Rprop+. 
2: for each Wij do 
3: if aE(t-1). aE(t) > O then 

OWi j OWij 

4: L1 · .(t) ·= min (L1 · · (t- l) r¡+ L1 ) · iJ · iJ · ' max , 

5: L1 . . (t) := -sign ·( aE(t)) .L1 .. (t) 
~ OWij ~ 

6: Wi/t+l) := Wi/t) + L1wi/t) 

7: end if 
8: if aE(t-1). aE(t) < O then 

OWi j OWi j 

9: L1 · · (t) ·= max (L1 · (t- l) r¡- L1 . ) · iJ · iJ · , mm , 

10: wj/t+l) := wi/t) - L1wi/t); 

11: ~·=O· 
OWi j • ' 

12: end if 
13: if aE(t-l). aE(t) =O then 

OWij OWi j 

14: .dij (t) := -sign ( ~E(t)) . .dij (t) 
uw.,1 

15: Wij (t+l) := Wij (t) + L1Wij (t) 

16: end if 
17: end for 

3.3 N eural N etwork lmplementation 

There is a wide variety of literature available in the field of artificial intelli­
gence. Usually one of the main concerns is to identify network settings for our 
application. The important points to consider for this are: 

- Identification of the input variables. 
- Network type and transfer / activation function. 
- Number of training patterns. 
- Network structure (number of layers, the number of neurons, the number of 

neurons in each layer). 
- Training. 
- Validation of the network. 

As we need to define a good set of training data to the neural network, we have 
been made data mining process that we can explain briefly in the following steps: 

Data Preparation: general cleaning (removing bad data measured, and com­
plementing the missing data with the basic methods of similarity, and statis­
tics, if necessary, the potential impact they can have missing data on the 
representativeness of the data analyzed). 

- Selecting the data set: the target variables (those that we want to classify) 
- Extract the significant periods of the output variables. 

Once we have defined the training data, we have adopted various architectures 
to define how many hidden neurons and hidden layers should have our neural 
network. 



Physical Activity Classification Using RPROP with Multiple Outputs 81 

4 Simulation and Results 

We have addressed the problem of classifying the 18 different physical activities 
(such as walking, cycling, playing soccer , etc.), performed by 9 subjects wearing 3 
inertial measurement units and a heart rate monitor [8], without having to reduce 
the input variables, or discarding sorne activity. This has not been carried out in 
previous work dueto the difficulties of the classification by increasing number of 
activities and the size of data to be used during the training and the evaluation 
of our method. The power of RPROP is assuring the convergence in a few time 
steps. 

The best neural network architecture, having varied the number of hidden 
layers, is just with only three layers (the first layer for input, one hidden layer, 
and the last is for output neurons). Activation function which has been used to 
modify the weights is the hyperbolic tangent. 

We performed two types of neural architectures using RPROP as a training 
method. 
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Fig. l. Neural network architecture with single-outputs 

The first is to classify only if it is a specific activity or not. In Fig.1 , we can 
see an example of a neural network to classify if the individual is running or not. 
The same architecture has been used to the others activities. 

And the second architecture aims to classify over all the activities which is of 
them are the objective (see Fig.2). 
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f nputs f aver 

Fig. 2. Neural network architecture with multi-outputs 

Table 1 shows the results obtained with various neural network architectures 
mentioned above, and results obtained in [1] for the classification of physical 
activities. 

Table l. Performance measures classification task 

Methods One task All task 

[l]Decision tree, Bootstrapping, SVM, Nave Bayes (93%-100%) (74,02%-100%) 

Rprop Neural networks (98,26%-100%) (91,48%-1003) 

5 Con el usion 

In this paper, the method employed is very fast, and assure the convergence in 
the training step. The classification scheme was tested with experimental data 
collected in [1 ]-[2]. The classification was successfully realized and the perfor­
mance varies between 98, 26% and 100% to classify one activity and between 
91, 48% and 100% to classify all the activity, is an improvement of the results 
obtained in [1]. Nevertheless, more algorithms and techniques should be investi­
gated in future work, combining different features. 

Another point to be noted is to enlarge the dataset, and to look if there is a 
way to create a universal dataset for comparing and test with another results 
and techniques. 
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