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Abstract: Sentiment analysis is becoming an essential tool for analyzing the contents of online
customer reviews. This analysis involves identifying the necessary labels to determine whether a
comment is positive, negative, or neutral, and the intensity with which the customer’s sentiment is
expressed. Based on this information, service companies such as airlines can design and implement a
communication strategy to improve their customers’ image of the company and the service received.
This study proposes a methodology to identify the significant labels that represent the customers’
sentiments, based on a quantitative variable, that is, the overall rating. The key labels were identified
in the comments’ titles, which usually include the words that best define the customer experience.
This database was applied to more extensive online customer reviews in order to validate that the
identified tags are meaningful for assessing the sentiments expressed in them. The results show that the
labels elaborated from the titles are valid for analyzing the feelings in the comments, thus, simplifying the
labels to be taken into account when carrying out a sentiment analysis of customers’ online comments.

Keywords: sentiment analysis; content analysis; online customer review; airline; key label; machine
learning; social media

1. Introduction

Communication between companies and clients increasingly takes place through user-generated
content (UGC) on social media and specialized websites [1]. The online opinions expressed by customers
on TripAdvisor, Expedia, Facebook, Instagram, or Twitter influence the reputation and brand image of
service companies. Customers share their experiences related to the service they have received with
others. In this context, the analysis of the online content shared by customers is essential in order to
implement an effective communication strategy. Sentiment analysis includes different methodologies
to evaluate the meaning of online comments [2–4], so that steps can be taken to increase customer
loyalty. Sentiment analysis involves designing automated learning models that make it possible to
assess whether the sentiments communicated by clients are positive, negative, or neutral, and their
degree of intensity [5–8]. The aim is to create and implement machine learning and artificial intelligence
methodologies that help to manage the large amount of data generated on the Internet between
clients and service companies [9]. As service companies, airlines are exposed to constant information
transmitted by their customers, which directly influences potential customers. Therefore, they need
methods that speed up effective online communication with their customers [10].

The online reputation is the basis for the different research lines being developed to improve
knowledge and provide useful tools for airlines to better understand their clientele’s preferences and
the competitiveness of their service offerings [11,12]. The objective is for the image transmitted by
companies on the Internet through social media and specialized websites to correspond to the service
perceived by customers [13]. The online reputation evaluated by customers on quantitative scales or in
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written comments about their experiences must correspond with what customers actually perceive
while receiving the service. Hence, service companies, such as hotels and airlines, give great importance
to this spontaneous communication on the Internet, either to counteract a negative opinion or to thank
customers and encourage them to contribute their assessments [14–18]. From this perspective, online
customer ratings are an agile and up-to-date method for measuring service companies’ performance,
once specific quantitative data are provided on the attributes of the service quality or the expression of
sentiments and emotions that facilitate the evaluation of the degree of customer satisfaction [19–26].

Airlines have a specialized website where customers can evaluate the service received and the
satisfaction achieved: TripAdvisor. It is currently the most important specialized website collecting
quantitative and qualitative information. Quantitative information includes the rating, which is a
general evaluation of the service quality perceived by customers [26,27]. Service quality is a construct
that focuses on internal and external processes that require a specific quantitative assessment of
the attributes involved [11,28]. In contrast, satisfaction is a concept that is closely linked to the
emotions and sentiments experienced by the client while receiving the contracted service. Therefore,
the degree of satisfaction is a more qualitative construct that must be extracted and interpreted
from clients’ comments [29]. The content analysis of online comments written by customers is
designed to assess their sentiments in order to allow service companies to implement effective and
personalized communication [3].

This study aims to develop an effective intelligent model extracted from unstructured data to
measure the overall ratings based on passengers’ feelings and transform them into managerial insights.
Our study proposes a methodology to detect the essential labels that determine customers’ sentiments
in online comments about an airline. The tags are obtained from the titles of the comments available
on TripAdvisor, which are short phrases that summarize the customers’ assessment. These tags are
applied to the comments to define the customers’ sentiments in terms of their direction (positive,
negative, or neutral) and intensity. The purpose of this study is to provide valuable insights into
various attributes that impact passenger satisfaction, based on online overall ratings from TripAdvisor.
From a managerial point of view, the published ratings of a service or product’s quality have high
economic significance with an important strategic and long-term financial impact [30–38]. Additionally,
we display how airlines can use these unstructured data to obtain a better perception of their market
positioning. The objective of this study is to determine the key labels related to the overall rating
evaluations clients make in their online reviews. To achieve this objective, a literature review is carried
out. Then, the methodology applied is presented, where the different stages of developing machine
learning are described. The results obtained are presented in the following section, where multiple
regression analysis is carried out, concluding with the main conclusions and limitations of the study.

2. Literature Review

Establishing the sense of the feelings expressed in online comments is a more complicated task than
defining the attributes customers relate to in their ratings [39]. It is relatively easy to determine whether
customers are commenting on check-in or the airline’s on-board personnel. However, it is much more
subjective and complex to establish whether the rating is positive or negative and to what degree [40–43].
Sentiment analysis applied to airlines is a tool to evaluate customers’ written assessments of the
service received in order to assign it to a particular sentimental class [5,44–48]. The methodologies for
classifying feelings differ depending on the classes to which they are allocated [49]. Some choose a more
straightforward classification that only distinguishes between positive and negative. Other methods
introduce neutral feelings, insofar as they do not express an emotion marked by an excellent service
rating or a negative rating. Finally, some methodologies extend the classification to as many as five
classes, making it much more challenging to evaluate the clients’ subjectively.

It is much easier to determine whether a label expresses a positive or negative feeling than
to establish how positive or negative the feeling is. From this perspective, sentiment analysis also
integrates the degree of intensity of the clients’ assessments. Two approaches have been applied in
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the analysis of sentiment [50]. One approach focuses on identifying the labels that represent feelings,
referred to as the word bag model. In this case, vectors of variables are created for each of the texts to be
analyzed, and they are introduced into machine learning using various classification models, such as
Naïve Bayes [51], maximum entropy [52], K-nearest neighbor [53], decision tree [54], and support
vector machine [55]. The other method is the word embedding technique, which uses neural networks
to learn, based on the similarity of the words used in the clients’ comments [56,57].

In the airline industry, content analysis is used to determine customers’ satisfaction through their
online comments [58–60]. Online customer ratings influence potential customers’ purchasing decisions
through social media [61–65]. A line of research in airlines has focused on perceived service quality
evaluated through quantitative variables, analyzing its impact on customer satisfaction and brand
image [1,66–71]. Another aspect of online reputation is developed through written customer feedback.
This information is used to assess the level of customer satisfaction, which is a concept related to a
customer’s experiences and emotions with an airline [72]. Therefore, companies have to make decisions
about communication with their customers based on quantitative and qualitative information [73].
Table 1 presents tourism studies that use the overall rating to conduct empirical research. The companies
linked to tourism are accommodations, restaurants, travel agencies, tour operators, and airlines.
These service companies have various specialized websites where customers can share their ratings
and opinions, such as TripAdvisor, Booking, or Facebook. This work uses quantitative information,
such as the general rating, to identify and evaluate customer feelings.

Table 1. Related research on overall ratings from online reviews in tourism.

Study Variables Research Context Key Findings

Park et al.
(2020) [71]

Number of user
reviews; average
user ratings

- TripAdviso
- 20 US airlines with 157,035

reviews and overall ratings

- The quality of specific service
attributes, such as cleanliness,
food and beverages, and in-flight
entertainment, affects the
variations in positive ratings as a
satisfier.

- Other airline service attributes,
such as customer service and
check-in and boarding, influence
deviations in negative ratings as
dissatisfaction.

Tsai et al.
(2020) [74]

Online hotel
reviews; the
overall ratings

- TripAdvisor
- 1009 US hotels with

23,430 reviews

- A novel approach is proposed to
generate high-quality summaries
of online hotel reviews.

- Both review helpfulness and hotel
features were considered before
review summarization.

- Online hotel reviews were
collected in an
experimental evaluation.

Sharma et al.
(2020) [8]

Number of user
sentiment
reviews and the
overall rating of
the specific flight

- TripAdvisor
- 20 US airlines with

157,036 reviews

- Prospect theory explains the
relationship between ratings and
review sentiment.

- Loss aversion and diminishing
sensitivity are confirmed.

- Negative deviations in ratings lead
to a higher impact on review
sentiment than positive deviations.

- Variations in ratings closer to
(away from) the reference point
result in higher (lower) marginal
impacts on sentiment.
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Table 1. Cont.

Study Variables Research Context Key Findings

Song et al.
(2020) [75]

Online sentiment
reviews and the
ratings of airlines

- SKYTRAX
- 24,165 online reviews

- Text mining technology is used to
automatically access the
information in text comments.

- Sentiment analysis based on a
sentiment dictionary is used to
classify user reviews.

- Co-occurrence analysis is used to
identify passengers’ concerns
about different aspects of service
in the aviation industry.

Korfiatis et al.
(2019) [76]

Airline passenger
reviews and the
overall rating for
their total
experience

- TripAdvisor
- 557,208 online reviews

- Online reviews offer a solution
through quality features extracted
from review text.

- Using structural topic modeling,
review is coupled with
numerical ratings.

- An experimental application to
airline passengers’ reviews
is demonstrated.

Zhao et al.
(2019) [77]

Online textual
reviews; the
overall customer
ratings

- TripAdvisor
- 127,629 reviews

- Customer satisfaction is predicted
by the linguistic characteristics
of reviews.

- Review diversity and polarity
have a positive effect on
customer ratings.

- Review subjectivity, readability,
and length have a negative effect
on ratings.

- Customer review involvement has
a positive effect on
customer ratings.

Lee and Yu
(2018) [78]

User-generated
online content;
airport service
quality (ASQ)
ratings; Google
star ratings

- Google Maps reviews
- 42,137 reviews

- The sentiment scores computed
from Google reviews are good
predictors of ASQ ratings.

- The 25 topics extracted from
Google reviews correspond well
with the service attributes used in
the ASQ survey.

- The method can be used to
measure the service quality of
many airports, including those
that have never participated in
any survey.

Xiang et al.
(2017) [79]

Online reviews;
average hotel
ratings

- TripAdvisor
- Expedia
- Yelp

- Findings show discrepancies in the
representation of hotel products
on these platforms.

- Information quality, measured by
linguistic and semantic features,
sentiment, rating, and usefulness,
varies considerably.

Fang et al.
(2016) [80]

User online
reviews, text
readability, and
historical rating
distribution

- Online attraction reviews
from TripAdvisor

- Two-level empirical
analysis; Tobit regression
model

Both text readability and reviewer
characteristics affect the perceived
value of reviews.
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Table 1. Cont.

Study Variables Research Context Key Findings

Amblee (2015)
[81]

The density of
negative reviews

- SquareMouth.com
- Pooled ordinary least

squares (OLS) regression
- Over 21,000 reviews of

travel insurances

When the density of negative
reviews is high, sales are lower and
vice versa.

Park and
Nicolau
(2015) [82]

Online reviews
(star ratings) on
usefulness and
enjoyment

- Yelp.com
- Data collected from

restaurant reviews from
New York and London

- 35 restaurants in London
with 2500 reviews and 10
in New York with 2590
reviews

- The valence of online reviews has
a U-shaped effect on usefulness
and enjoyment.

- Negative ratings of reviews are
more useful than positive reviews.

- Positive ratings are associated
with higher enjoyment than
negative reviews.

Zhu and
Zhang (2010)
[83]

Coefficient of
variation in
ratings; the total
number of
reviews posted.

- Gamespot.com
- VideoGames.com
- Psychological choice model

Online reviews are more influential
for less popular games and games
whose players have more Internet
talent.

Mudambi
and Scuff
(2010) [84]

Star rating of the
reviewer; the
total number of
votes about each
review’s
helpfulness;
word count of the
review

- Amazon.com
- 6 products with 1587

reviews

Review depth is correlated with
helpfulness, but review extremity is
less helpful for experience goods.

Li and Hitt
(2008) [85]

Average rating of
all reviews

- Amazon.com
- 2651 books with 136,802

reviews.

Word of mouth (WOM) is not an
unbiased indicator of quality and
will affect sales.

Duan et al.
(2008) [86]

Number of user
postings; user
review ratings

- Movie box office: Yahoo
Movies

- 71 movies with 95,867 total
user posts

- The rating of online user reviews
has no significant impact on
movies’ box office revenues.

- Box office sales are significantly
influenced by the volume of online
postings, suggesting the
importance of the awareness effect.

Li et al. (2013)
[16]

Text mining and
content analysis

- TripAdvisor
- 774 star-rated hotels with

42,668 online traveler
reviews

Transportation convenience, food,
beverage management, convenience
to tourist destinations, and value for
money are identified as excellent
factors that customers booking both
luxury and budget hotels consider.
The actual performance is very
satisfactory to them.

Gu et al.
(2012) [87]

User-generated
content (UGC);
product ratings;
product reviews

- Amazon, DPReview, and
Epinions

- Logistic regression
- 148 digital cameras with

31,522 reviews

Online WOM on external review
websites is a more significant
indicator of sales for high
involvement products.

Moe and
Trusov (2011)
[88]

Average of all
ratings

- Bath, fragrance, and beauty
products

- 500 products with 3801
ratings

Online WOM affects sales and is
subject to social dynamics in that
ratings will affect future rating
behavior.

SquareMouth.com
Yelp.com
Gamespot.com
VideoGames.com
Amazon.com
Amazon.com
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Table 1. Cont.

Study Variables Research Context Key Findings

Dellarocas et
al. (2010) [89]

Number of
movies; UGC; the
number of user
ratings

- Film data from Yahoo!
Movies

- 2002 data set contains 104
movies with 63,889 reviews

- 2007-8 data set contains 143
movies with 95,443
reviews.

Products that are less available and
less successful in the market are less
likely to receive online reviews.

Chintag et al.
(2010) [90]

Valence, volume,
and precision of
online reviews.

- Film data from Yahoo!
Movies

- Logistic regression
generalized method of
moments procedure

- One hundred forty-eight
movies, 253 markets with a
total of 70,273 reviews.

Online user reviews are correlated
with film box office performance.

Ahmad et al.
(2020) [91]

Average of user
reviews; an
average of user
ratings; sentiment
analysis.

YouTube trailer reviews

- People’s movie purchase intention
can be extracted from YouTube
trailer reviews.

- Purchase intention is positively
correlated with box office revenue
and can improve the prediction
accuracy of box office revenue
prediction.

- Multiple linear regression
performed better than support
vector machines, neural networks,
and random forest in movie
revenue prediction.

Forman et al.
(2008) [92]

Star ratings;
average reviews
per book

- Amazon.com
- 786 books with 175,714

reviews

Review identity may be used as a
measurable proxy for both future
sales and future geographic sales.

Godes and
Mayzlin
(2004) [93]

The average
number of posts
and ratings

- TV shows from USENET
newsgroups.

- Multiple regression
- One hundred sixty-nine

groups and 2398 posts
were evaluated.

The dispersion of online
conversations can be used to
measure ratings.

Chen et al.
(2004) [94]

The average
number of
reviews,
recommendations,
and sales rank

- Book data from
Amazon.com

- Multiple regression
- Six hundred ten

observations with 58,566
total reviews.

Consumer ratings are not found to
be related to sales, but
recommendations are highly
significant.

3. Research Methodology

Sentiment analysis is usually performed through machine learning. In this case, a machine learning
methodology based on multiple regression analysis is proposed, based on quantitative information
offered by TripAdvisor, such as the rating, which makes it possible to measure the relationship with
the identified labels. Therefore, the proposed methodology uses a quantitative variable, the general
rating, and multiple qualitative variables, which are the customers’ labels to communicate their
sentiments. To carry out this analysis, it is necessary to convert the qualitative variables of the labels
into dichotomous variables (0, 1), in order to convert each comment into a vector. With these data,

Amazon.com
Amazon.com
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a multiple regression analysis is carried out where the dependent variable is the general rating, and the
independent variables are the identified labels.

To achieve this goal, it is necessary to follow a sequence of steps (see Figure 1). The first step is
to create an initial database of labels with all the words found in the titles of the customers’ online
comments. In the second step, the tags are debugged by eliminating those that do not offer direct
information about the feelings expressed, such as the articles “the” or “a” or commonly used verbs
such as “to be” or “to have”. In the third step, the possibility of simplifying this database by reducing
the number of labels that share the same root through lemmatization is evaluated. Thus, plurals are
eliminated as well as verb tenses in regular verbs.
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The next step is to create a numerical database with the rating variable and the dichotomous variables
(0, 1) of all the defined labels in comments or titles of online customer reviews. This transformation
leads to the next step, which is the regression analysis. Then, the model’s robustness is evaluated,
and the essential labels are extracted depending on whether they have a significant relationship with
the rating. Finally, a database of the significant labels is generated, where the sign and intensity of
their statistical relationship with the general rating variable are determined. Thus, a specific lexicon
of the airline’s customers is generated with the tags that they usually use and that predict a positive
or negative evaluation of their sentiments about the service received. This proposed process can be
updated continuously as the airline receives a relevant number of new comments.

In this research, these steps were followed, starting with obtaining 5278 online opinions about
TripAdvisor’s Iberia airline, which were all available on the web in Spanish. The information collected
was the overall rating, a variable with five alternatives ranging from 1 for low service to 5 for
excellent service. The online comments were made in Spanish. However, the proposed data processing
methodology can easily be applied to other languages such as English or French. Another piece of data
obtained was the title of the comment, where the customers specify their feelings in a short sentence.
Finally, the comment, where customers relate their experiences and emotions about the airline’s service
in greater detail, was also entered into the database.

The next step was to build up a database of all the words used in all the online comment titles.
For this purpose, a program was developed that created a database with each of the words used in
the titles. In this study, the titles were used to obtain the labels because they are short and customers
have to briefly express their sentiments about the service received from the airline. If the labels were
created from the comments, their number would increase considerably, making the task of carrying
out statistical analyses more difficult. In this context, if this study demonstrates that title tags can be
used to perform sentiment analysis of comments, it will represent a step forward in the research in
this field by significantly simplifying the number of tags to be evaluated. The words in the titles were
refined to eliminate terms that do not influence the customers’ sentiment, such as articles, certain verbs,
or pronouns. This work created the basic tags that were used in the research. Once the initial database
was cleaned up, 2567 labels were obtained. To reduce this number, the labels were lemmatized. Several
programs perform this function in English, but because all the texts are in Spanish, we decided to
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develop specific software to perform this function. For this purpose, a minimum of six letters was
specified, so that the labels could be detected by their roots because the labels could share very short
strings with different meanings. Thus, if a tag had less than six letters, the complete tag was searched
for, whereas if it had six or more letters, its root was searched for. This process reduced the pool to
1523 labels that were later used in the regression analysis.

The next step was to build the numerical database to be used for multiple regression analysis.
The first variable was the overall rating, which, as indicated above, is quantitative and has values from
1 to 5, depending on the degree of customer satisfaction with the service received. The next variables
are the 1523 dichotomous labels, so that 0 means that the label is not in the customer’s comment,
and 1 means that it is used by the customer to express the rating. To prepare this database, it was
necessary to develop a software whose output was in Excel format. These data were processed through
the statistical program SPSS in order to carry out the multiple regression. The dependent variable is
the general rating, whereas the independent variables are the defined labels. The result offered by
this program is the adjusted R square, which measures the degree of robustness of the model and the
coefficients and levels of significance. With these outputs, the labels that are significantly related to
the general rating are determined and can be considered key labels to measure customers’ feelings.
Likewise, the sign and intensity of the sentiments are established in the coefficients, which can be
positive or negative, with a value that determines the degree of relationship with the general rating.
If in the study, the model obtains a high adjusted R square, it will demonstrate that the labels extracted
from the titles of the comments can be used to establish the sentiments reflected in the online comments.

4. Analysis of Results

4.1. Regression Analysis

Quantitative and qualitative data from online customer feedback organized into vectors were
entered into a multiple regression analysis. The dependent variable is the overall rating, whereas the
independent variables are the defined labels. Table 2 compares the results obtained in the regression
with all the tags and the regression with the tags’ roots. Table 2 shows how the number of labels is
reduced to reach the significant labels for measuring sentiment based on the overall rating. When the
regression model was performed with all the labels after debugging, the adjusted R square was 0.614,
which is high for this type of study. When the labels were lemmatized, the adjusted R square was
reduced to 0.579, which is still high. Therefore, to simplify the study of the key labels, performing the
regression with the tags’ roots was justified. Thus, the final result of this regression was 295 significant
labels that best define the customers’ sentiments because they were significantly related to 5% and 10%
of the overall rating.

Table 2. Regression analysis and number of tags.

Model Adjusted R Squared Number of Tags

All labels 0.614 2567
Root of labels 0.579 1523 (295)

The multiple regression analysis results are presented in Table 3, where only the significant labels
at 5% and 10% are displayed. Two hundred ninety-five tags exhibit a significant relationship with the
overall rating, allowing us to assess customers’ sentiments about the quality of service received from the
airline. The sign of the coefficient determines the degree of a direct or inverse relationship. The value
of the coefficient indicates the intensity with which each label is related to the rating. The model
constant, which reaches a significant value (p < 0.05) of 3.679, is particularly noteworthy. This means
that the coefficients of the labels found in the comments will be added or subtracted to predict the
overall rating from this constant.
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Table 3. Regression analysis with rating as an independent variable (R2 adjusted 0.579).

Variables B t Sig. Variables B t Sig.

(constant) 3.679 89.443 0.000 *** call −0.218 −2.527 0.012 *
coordination 2.245 2.033 0.042 * result −0.219 −2.489 0.013 *

clause 1.824 1.851 0.064 media −0.221 −2.467 0.014 *
doubt 1.489 2.749 0.006 ** please −0.235 −1.803 0.072

complex 1.233 1.877 0.061 nor −0.235 −2.189 0.029 *
dedicated 1.227 1.713 0.087 after −0.240 −1.821 0.069

honey 1.189 1.614 0.107 following −0.242 −3.411 0.001 **
signpost 1.164 1.828 0.068 cost −0.243 −1.892 0.059
restrict 1.158 2.346 0.019 * vacations −0.243 −1.927 0.054
battle 1.078 1.601 0.109 nobody −0.244 −2.365 0.018 *

beautiful 1.067 2.859 0.004 ** not −0.244 −7.964 0.000 ***
notorious 1.031 1.880 0.060 port −0.250 −2.123 0.034 *

supplement 0.998 3.251 0.001 ** basic −0.258 −1.608 0.108
unbeatable 0.990 4.365 0.000 *** disappointment −0.263 −1.611 0.107

useless 0.967 2.322 0.020 * possible −0.268 −2.429 0.015 *
candy 0.896 1.635 0.102 unfortunate −0.274 −2.408 0.016 *

achievement 0.887 1.914 0.056 scarce −0.281 −2.486 0.013 *
trend 0.856 2.024 0.043 * tired −0.283 −1.649 0.099

located 0.855 1.643 0.100 know −0.289 −1.992 0.046 *
distribution 0.851 2.166 0.030 * various −0.299 −2.136 0.033 *

examine 0.840 3.109 0.002 ** missing −0.304 −3.681 0.000 ***
affordable 0.832 1.722 0.085 bad −0.305 −4.344 0.000 ***

instructions 0.807 1.685 0.092 international −0.307 −1.897 0.058
mess 0.786 1.606 0.108 number −0.308 −2.391 0.017 *

renewal 0.786 1.751 0.080 forget −0.312 −1.739 0.082
presence 0.768 1.813 0.070 uncomfortable −0.314 −5.073 0.000 ***
canned 0.731 1.643 0.100 total −0.316 −2.262 0.024 *
charter 0.698 1.742 0.082 money −0.317 −1.665 0.096

perfection 0.633 1.676 0.094 recognizes −0.322 −1.891 0.059
spotlight 0.614 2.385 0.017 * evil −0.332 −1.674 0.094
setback 0.604 2.865 0.004 ** bus −0.342 −1.679 0.093

amazing 0.593 4.152 0.000 *** mister −0.343 −2.735 0.006 **
cabotage 0.563 1.758 0.079 badly −0.346 −1.785 0.074

rich 0.558 1.747 0.081 consume −0.348 −1.980 0.048 *
reach 0.555 2.351 0.019 * still −0.348 −2.429 0.015 *

wrong 0.554 2.070 0.038 * thrown −0.351 −1.741 0.082
directions 0.537 1.779 0.075 few −0.351 −2.353 0.019 *
strategy 0.529 1.609 0.108 old −0.367 −2.965 0.003 **

commander *** 0.524 3.848 0.000 *** cancel −0.368 −2.723 0.006 **
great *** 0.512 3.878 0.000 *** never −0.370 −2.448 0.014 *

remarkable * 0.506 1.909 0.056 telephone −0.378 −3.183 0.001 **
regional 0.503 2.206 0.027 * user −0.379 −1.959 0.050
evident 0.501 1.792 0.073 minors −0.386 −2.634 0.008 **
climate 0.500 1.683 0.092 poor −0.387 −2.155 0.031 *

air 0.488 2.364 0.018 * above −0.398 −3.101 0.002 **
awesome 0.475 2.736 0.006 ** impossible −0.400 −3.304 0.001 **
wonder 0.453 2.982 0.003 ** leave −0.402 −1.695 0.090
delight 0.445 1.905 0.057 clothing −0.402 −2.065 0.039 *

electronic 0.442 2.074 0.038 * horror −0.407 −3.067 0.002 **
exact 0.440 2.681 0.007 ** narrow −0.407 −2.583 0.010 *

excellent 0.431 10.137 0.000 *** separate −0.407 −1.770 0.077
exquisite 0.431 2.377 0.017 * window −0.421 −2.867 0.004 **

like 0.411 3.341 0.001 ** hands −0.421 −1.884 0.060
note 0.408 3.476 0.001 ** accept −0.430 −1.970 0.049 *

cancellations 0.406 1.769 0.077 close −0.442 −2.759 0.006 **
additional 0.402 2.826 0.005 ** worse −0.443 −6.033 0.000 ***
subsidiary 0.400 1.603 0.109 hotel −0.447 −3.719 0.000 ***
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Table 3. Cont.

Variables B t Sig. Variables B t Sig.

satisfied 0.399 2.005 0.045 * go away −0.451 −3.271 0.001 **
acceptable 0.391 1.688 0.092 authenticates −0.457 −2.043 0.041 *
assistance 0.381 1.761 0.078 intercontinental −0.466 −2.225 0.026 *

house 0.379 3.316 0.001 ** landing −0.468 −1.919 0.055
husband 0.377 1.860 0.063 wrongly −0.469 −7.071 0.000 ***

chair 0.372 1.707 0.088 routes −0.469 −1.872 0.061
pleasure 0.371 2.458 0.014 * error −0.472 −2.701 0.007 **
perfect 0.367 5.265 0.000 *** characterizes −0.473 −1.763 0.078
agile 0.360 1.800 0.072 disaster −0.476 −4.272 0.000 ***

according to 0.355 1.880 0.060 dirty −0.477 −2.623 0.009 **
charm 0.354 2.619 0.009 ** heat −0.481 −2.380 0.017 *
meet 0.341 1.968 0.049 * bridge −0.491 −2.114 0.035 *

friends 0.325 1.860 0.063 exhausting −0.513 −1.967 0.049 *
preferably 0.322 1.999 0.046 * claims −0.514 −5.843 0.000 ***
organized 0.317 1.683 0.092 zero −0.519 −2.158 0.031 *

put 0.289 2.279 0.023 * chaotic −0.519 −2.126 0.034 *
heavy 0.288 2.041 0.041 * dreadful −0.529 −1.781 0.075

channels 0.284 2.513 0.012 * multiple −0.536 −2.316 0.021 *
deserves 0.281 1.851 0.064 misplaced −0.547 −2.629 0.009 **
corridor 0.256 2.128 0.033 * awful −0.556 −1.966 0.049 *

difference 0.254 2.890 0.004 ** deficient −0.562 −3.209 0.001 **
incidence 0.251 2.364 0.018 * learn −0.574 −1.959 0.050

inconvenient 0.238 2.576 0.010 * cleaning −0.575 −2.231 0.026 *
could 0.235 2.070 0.038 * patience −0.589 −1.662 0.097
free 0.235 2.068 0.039 * grow −0.600 −1.920 0.055

world 0.231 2.349 0.019 * priority −0.616 −1.913 0.056
problem 0.230 4.715 0.000 *** snack −0.621 −2.887 0.004 **
spouse 0.226 1.621 0.105 pessimistic −0.623 −7.081 0.000 ***

fast 0.226 3.171 0.002 ** nightmare −0.631 −1.893 0.058
truth 0.222 3.452 0.001 ** neglect −0.636 −2.062 0.039 *

impeccable 0.217 1.735 0.083 depart −0.643 −1.732 0.083
punctual 0.215 6.690 0.000 *** left −0.647 −2.608 0.009 **

comfortable 0.211 5.684 0.000 *** unpresentable −0.671 −2.005 0.045 *
planned 0.210 2.574 0.010 * rush −0.674 −2.582 0.010 *

cheap 0.209 1.865 0.062 deplorable −0.710 −1.980 0.048 *
food 0.208 1.704 0.088 refund −0.719 −3.028 0.002 **
luck 0.204 2.093 0.036 * excuses −0.721 −2.491 0.013 *

internal 0.200 1.931 0.054 glass −0.731 −4.772 0.000 ***
breakfast 0.200 2.243 0.025 * places −0.740 −4.237 0.000 ***

offer 0.187 1.885 0.059 swindle −0.746 −3.748 0.000 ***
recommend 0.187 2.503 0.012 * lies −0.751 −3.024 0.003 **

went 0.183 1.772 0.076 abuse −0.756 −1.863 0.063
find 0.169 1.693 0.090 sardines −0.758 −1.910 0.056

comfort 0.167 1.918 0.055 deteriorated −0.786 −1.876 0.061
quiet 0.161 2.305 0.021 * robots −0.798 −2.159 0.031 *

attentive 0.156 2.830 0.005 ** checkin −0.810 −2.120 0.034 *
highlight 0.154 2.084 0.037 * garbage −0.831 −2.540 0.011 *

can 0.151 1.624 0.104 decision −0.832 −2.580 0.010 *
little 0.149 2.193 0.028 * subject −0.860 −1.879 0.060

weigh 0.145 2.063 0.039 * exclusive −0.861 −2.231 0.026 *
also 0.144 2.505 0.012 * about −0.868 −2.312 0.021 *

better 0.141 2.228 0.026 * painful −0.890 −3.779 0.000 ***
land 0.140 1.660 0.097 minuscule −0.914 −2.125 0.034 *

remain 0.133 1.636 0.102 remodeled −0.916 −1.892 0.059
nice 0.132 2.050 0.040 * fall −0.937 −1.827 0.068

always 0.128 2.917 0.004 ** support −0.964 −3.005 0.003 **
very 0.128 4.446 0.000 *** sensitivity −0.965 −1.703 0.089
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Table 3. Cont.

Variables B t Sig. Variables B t Sig.

real 0.122 1.627 0.104 rude −0.966 −3.639 0.000 ***
something 0.121 2.093 0.036 * list −1.026 −2.695 0.007 **

friendly 0.112 2.552 0.011 * perfume −1.033 −2.171 0.030 *
deal 0.112 2.262 0.024 * irresponsible −1.038 −2.682 0.007 **

entertainment 0.086 1.864 0.062 remark −1.056 −2.025 0.043 *
without −0.077 −2.075 0.038 * tablets −1.058 −1.737 0.082
normal −0.085 −1.603 0.109 commitments −1.114 −2.531 0.011 *

passenger −0.086 −1.682 0.093 weak −1.127 −1.954 0.051
hours −0.096 −2.349 0.019 * die −1.206 −1.898 0.058

appear −0.108 −1.761 0.078 judge −1.244 −2.504 0.012 *
none −0.109 −1.909 0.056 veil −1.270 −2.356 0.019 *
when −0.110 −2.130 0.033 * delete −1.331 −4.930 0.000 ***
more −0.110 −3.449 0.001 ** stingy −1.352 −2.093 0.036 *
delay −0.116 −2.198 0.028 * strict −1.361 −1.604 0.109

between −0.117 −2.215 0.027 * victims −1.389 −1.797 0.072
count −0.119 −1.880 0.060 pathetic −1.419 −3.099 0.002 **

because −0.120 −2.180 0.029 * christmas −1.472 −3.581 0.000 ***
almost −0.124 −2.094 0.036 * indignation −1.513 −1.971 0.049 *

case −0.125 −1.637 0.102 sugar −1.518 −2.108 0.035 *
customer −0.129 −1.647 0.100 deadly −1.539 −3.084 0.002 **
minute −0.130 −1.872 0.061 intolerable −1.596 −2.119 0.034 *
neither −0.136 −2.506 0.012 * tending −1.654 −1.632 0.103

last −0.150 −2.391 0.017 * pure −1.681 −1.669 0.095
nothing −0.151 −3.067 0.002 ** incompetence −1.688 −3.277 0.001 **
receive −0.157 −1.659 0.097 converted −1.902 −3.186 0.001 **
want −0.174 −1.999 0.046 * load −1.928 −2.348 0.019 *
speak −0.175 −1.696 0.090 rare −1.965 −2.478 0.013 *

request −0.191 −1.692 0.091 modification −1.992 −2.221 0.026 *
lose −0.192 −2.588 0.010 * roadkill −2.124 −3.442 0.001 **

solve −0.194 −2.055 0.040 * anniversary −2.195 −2.200 0.028 *
minimum −0.202 −1.822 0.068 disparate −2.521 −1.873 0.061
conditions −0.203 −1.919 0.055 falling −2.825 −1.685 0.092

answer −0.204 −1.684 0.092 capital −3.231 −2.503 0.012 *
think −0.217 −1.624 0.105 molehill −3.295 −2.290 0.022 *

Significance level: * p < 0.05; ** p < 0.01, *** p < 0.001.

Among the labels with a positive coefficient, coordination stands out, with a coefficient of 2.245
(p < 0.05), as well as clause (1.824), unbeatable (0.990), perfection (0.633), or affordable (0.832), to give
some examples. It should be taken into account that, in the comments, the number of words used
is much higher than in the titles, and so some labels can be found that express neutral or negative
sentiments with positive coefficients. This is because they appear very rarely in the comments, and there
are other tags in the comments that have a different meaning. For example, the doubt label appears
with a positive coefficient of 1.489 (p < 0.05). By itself, it expresses a negative sentiment, but if it is
inserted in the expression “do not doubt it”, for example, its meaning changes to a positive sentiment
of the client who has had this experience.

In contrast, some labels show negative sentiments, including roadkill with a coefficient of −2.124,
indignation (−1.513), tablets (−1.058), irresponsible (−1.038), rude (−0.966), or minuscule (−0.914).
There is also a label related to an attribute of the service, as in the case of check-in, which obtains a
coefficient of−0.810, showing that it is an aspect of the airline that customers value negatively. Some tags
express positive sentiments, but they appear with negative coefficients due to the context of the sentence
in which they are found. Some examples are the labels exclusive (−0.861) and sensitivity (−0.965),
which must be accompanied by negative words that change their meaning. A label that expresses a
feeling is sardines (−0.758), which is usually used when passengers are overcrowded. Other terms
that are used to communicate negative feelings are swindle (−0.746), badly (−0.346), uncomfortable
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(−0.314), bad (−0.305), scarce (−0.281), or disappointment (−0.263). When these adjectives appear in
the comment, they are indicating a negative sign in the feelings communicated by the clients.

Labels with coefficients close to zero can be assumed to describe neutral sentiments. In other
words, when this label appears, its value will hardly modify the constant regression value. From this
perspective, it is plausible to say that they are labels that manifest a neutral sentiment. This is the case
of the entertainment label, which has a coefficient of 0.086. Other similar cases are the labels without
(−0.077), normal (−0.85), passenger (−0.086), or hours (−0.096). Table 3 shows that other labels with
coefficients below 0.2 can be found and would also be considered neutral. However, the positive or
negative sign marks a trend in customer sentiment.

4.2. Discussion of Results

The present study has validated the use of the labels extracted from the titles of comments to
determine customers’ sentiments in their full comments. The titles are short phrases that synthesize
the customer’s experience with the airline, whereas the comments are composed of longer texts where
mixed feelings can be collected. Therefore, there may be positive impressions next to words that show
negative sensations in a comment. The problem is to determine how these sentiments with different
signs influence the final evaluation of the overall rating. In this context, the rating is a quantitative
variable with five alternatives that evaluate a synthesis of the experience of the passengers of an airline
or service company. Hence, this dimension has great importance in measuring the sign and intensity
of customers’ labels to express their feelings.

Not only is it necessary to determine whether the sentiments are positive, negative, or neutral,
but also to assess their intensity. Generally, studies on sentiment analysis use lexicons developed
generically to evaluate the sign, and sometimes the intensity, of clients’ emotions and experiences
to provide their perceptions in a specific way through open structured models [75,77,79]. However,
language is a living reality that can vary according to geographical areas, time, and cultural backgrounds.
English-speaking customers tend to post higher ratings than non-English speaking customers [95].
Moreover, terms to evaluate specific services may become more specific over time, creating a flexible,
adaptable, and specific lexicon for each service or company. This research is carried out from this
perspective, in order to propose a methodology for each airline to develop, assess, and test the key
labels in knowing the sentiments of the customers. At present, it is an essential tool in companies’
communication strategy because the majority of the communication is being carried out through the
Internet and spontaneously through social media.

The methodology proposed to develop machine learning involves obtaining the information
and creating the label databases. This study shows that the labels can be simplified by considering
only their roots because the adjusted R square, although somewhat lower than that of all the labels,
is significantly high. Moreover, the difference is minimal when reducing about one thousand tags to be
used in the statistical analyses. The study also demonstrates that the labels obtained from the titles
are valid to determine the relationship between the contents of the comments and the general rating.
This is especially useful because the number of tags obtained from the comments would be much
higher, making the regression analysis more complicated. Therefore, this study reveals that the labels
can be simplified to establish the customers’ sentiments in their online ratings, with 295 key labels
identified as having a significant relationship with the overall rating.

The more complicated regression defines the labels that show positive sentiments, which have
a positive sign and a high coefficient; whereas, the labels with negative signs and a high coefficient
identify the negative sentiments. However, labels that obtain coefficients close to zero, either positive
or negative, can determine a neutral feeling. In this context, the regression constant obtained a value of
3.679, which indicates that ratings around this value are reporting a neutral assessment of customers.
Knowing that the average value of TripAdvisor’s scale is three, and that the regression constant is more
than 20% higher, greater values mean that customers assess the airline’s service positively. Furthermore,
the airline should consider any rating below 4 to be a non-positive rating. Therefore, any label that
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has obtained a coefficient close to 0 signifies that the customer’s rating using that label is close to the
constant, which is a neutral value.

The results obtained show that the multiple regression analysis is valid to develop machine
learning of customer sentiment analysis. It has an advantage over other models based on neural
networks, which only result in a percentage of success in the prediction. However, it does not provide
information about the key labels to follow to detect the sentiments of customers, or the level of intensity
with which these sentiments are expressed. In this context, tags that can reflect the same feeling,
whether positive or negative, may vary in intensity because a word is not the same as its synonym.
Regression analysis referring to quantitative feedback, such as the overall rating, facilitates this task and
helps to decipher the more emotional communication an airline has with customers through written
texts. Therefore, one of the fundamental contributions of this study is that it demonstrates the need to
have a quantitative reference in order to identify a lexicon of labels with their corresponding sentiments
and develop effective communication with airline customers. From this perspective, general rating
predictions can be made based on customers’ vocabulary in their comments. This is a strategic aspect
in developing and applying artificial intelligence systems to communications between airlines or other
service companies and their customers.

5. Conclusions

The main conclusion of this study is that regression analysis based on the overall rating can be
used as the basis for machine learning of sentiment analysis of online customer reviews. A quantitative
variable that serves as a reference to measure the sentiments of customers transmitted through written
comments helps to determine their sign and intensity. Moreover, the results show that the labels
extracted from the titles are valid for evaluating the feelings collected in the comments.

One of the main problems when assessing feelings is that there are no dynamic elements to
guide feelings’ value. In many cases, pre-developed lexicons are used to determine a positive or
negative sign or even an intensity level. However, all of this has been done on a general basis without
focusing on evaluating the services offered by a company such as an airline. Moreover, companies
need to detect the keywords used by their clients to evaluate their services because company–customer
communication is increasingly carried out through the Internet, either on social media or by e-mail.
Likewise, companies that want to go further and have immediate feedback when the client is receiving
the service need to know the type of vocabulary their clients use to express their sentiments.

Along these lines, this study has validated the process of simplifying the number of labels to
be used in sentiment analyses, showing that the roots of the labels are useful. With the multiple
regression analysis, the labels significantly related to the general rating are determined, and their
coefficients display the sign of the relationship and its intensity, according to the value obtained. This is
a customer-centered method for developing the lexicon of customer sentiments that includes their sense
and intensity based on the dynamics of customers’ online dialogues. This study makes an exciting
contribution to current and future research. It is a proposal for each company to draw up its customer
communication codes using the tags automatically extracted from online dialogues or comments.

In the context of the airline industry, managers can use this dynamic method to identify the
different labels to achieve the maximum customer satisfaction across time and position their service
offerings. Our findings are in line with the literature on the important role of Big Data in providing
airlines with a sustainable competitive advantage [12,96,97]. The practical implications of this study
have strategic relevance for airlines. First, the words used are related to the rating given by customers,
so that a statistical analysis of relationships can be carried out. Second, it is essential for companies to
determine which key labels best define their service, whether in a positive or negative sense. This study
shows that it is a useful and practical method for applying a continuous learning procedure through
technological means. Finally, airlines need to understand the qualitative assessments of customers
more in-depth, going beyond the market classification of customer feelings as positive or negative. It is
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also necessary to know the intensity at the moment they receive the clients’ comments, in order to be
able to give them an effective answer that will make them loyal.

This study has some limitations that should be investigated in the future. The first is that the
number of times the labels appear is not evaluated. This is an essential factor in determining whether
the results are significant or not. A label used in only a few comments may not coincide with its actual
meaning because it might be biased in that comment by other words from its context. Another aspect
of future evaluations would be to analyze tags that appear in the same comment or sentence. This is
another dimension of the content analysis study because the tags that are integrated into the same
comment can have an empowering or neutral effect. This line of development would lead to validating
the analysis of label structures according to their relationship with the general rating.

Future studies should also be carried out to evaluate the degree of accuracy in the predictions
made with the results of the regressions and compare them with other models already used in sentiment
analysis, such as in airports [98], hotels [99], and in different online services [100]. Another aspect
to take into account in future research is to introduce hypotheses to validate the methodology and
important aspects such as the determination of the key labels and their capacity to predict the general
rating. In this context, this research can be used as a theoretical support for further progress in this field.
It would also be interesting to find out whether the significant labels are verified in other competing
airlines in order to establish whether the lexicon is similar in the customers of different airlines. In this
regard, the sentiments expressed in terms of sense and intensity may differ between companies that
offer a high level of quality to their customers and those that do not.

In conclusion, the results obtained confirm that multiple regression analysis is adequate to evaluate
clients’ sentiments, the availability of a quantitative reference variable is essential to evaluate the sign
and intensity of the sentiments, and, finally, the number of labels used to evaluate the clients’ sentiments
can be simplified based on their roots and levels of significance, with regard to the quantitative reference
variable. The study also provides a method for developing, assessing, and developing a lexicon of
labels that represent customers’ sentiments towards a service offered, such as airlines.
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