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Abstract 

 

The quantification of microplastics is a needed task to monitor its evolution and model its 

behavior. However, it is a time demanding task traditionally performed using expensive 

equipment. In this paper, an architecture based on deep learning networks is presented with the aim 

of automatically count and classify microplastic particles in the range of 1-5 mm from pictures 

taken with a digital camera or a mobile phone with a resolution of 16 million pixels or higher. The 

proposed architecture comprises a first stage, implemented with the U-Net neural network, in 

charge of making the segmentation of the particles in the image. After the different particles have 

been isolated, a second stage based on the VGG16 neural network classifies them into three types: 

fragments, pellets and lines. These three types have been selected for being the most common in 

the range size under consideration. The experimental evaluation was carried out using images 

taken with two digital cameras and one mobile phone. The particles used in experiments 

correspond to samples collected on the beach of Playa del Poris in Tenerife Island, Spain, (28  09’ 

51” N, 16  25’ 54” W) in August 2018. A Jaccard index value of 0.8 is achieved in the 

experiments of particles segmentation and an accuracy of 98.11% is obtained in the classification 

of the microplastic particles. The proposed architecture is remarkable faster than a similar 
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previously published system based on traditional computer vision techniques. 

Keywords: Microplastics Classification, Image Analysis, Artificial Intelligence, Deep Learning 

 

1. Introduction 

Plastic pollution is one of the most widespread problems affecting the marine environment. 

Furthermore, it threatens ocean health, food safety and quality, human health, coastal tourism, and 

contributes to climate change (Royer et al., 2018). In 2015, Jambeck et al. (Jambeck et al., 2015) 

estimated that between 4.8 and 12.7 million tons of plastic end up in our seas every year. In 

addition to the durability of the plastic disintegration process, another important issue is the 

fragmentation of them into smaller plastic fragments. Those classified as microplastics, smaller 

than 5 mm, are of great interest for the biologists because due to their reduced size they can be 

ingested by fishes and other marine organisms and transferred through the marine food chains 

(Carbery et al., 2018; Setälä et al., 2014). 

 

[[Image]] 

Figure 1: Samples of particles cropped images: (a) Pellets, (b) Fragments, (c) Lines. 

 

In this context, the shape of the microplastic particles in the range of 1-5 mm is a cue about 

their origin. Thus, those originated from intentional production (primary) normally exhibit a 

rounded shape (Figure 1-a), while those originated from the fragmentation of larger plastics 

(secondary) normally exhibit irregular shapes (Figure 1-b). In addition to those microplastic 

particles, it is necessary to add those originated from the synthetic fabrics fibers, or lines and ropes 

from fishing activities (Figure 1-c). 

Monitoring the amount of plastics and microplastics in the oceans involves not only to 

control the items that are floating in the open water, but also a large amount of them that are on the 

ocean floor as has been discovered recently by Kane et al. (Kane et al., 2020) due to the transport 

of microplastics by turbidity currents (Pohl et al., 2020). Therefore, monitoring these 

concentrations of microplastics in the environment has become an essential challenge to better 

understand their sources and sinks. In this sense, some indirect techniques have been developed to 

have an estimation of the amount of plastics in the ocean. One of them is based on the monitoring 

the plastics on the beach as they act as sentinel (Pham et al., 2020). Besides the marine 
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microplastics, the presence of microplastics in freshwater and terrestrial environments is also an 

important topic but it has not received so much attention from the research community (Wong et 

al., 2020). In freshwater environment, the abundance of microplastics is affected by population 

density and quality of waste management, and for terrestrial ecosystems the main entry points are 

agroecosystem, landfill and water treatment sludge. 

However, one of the main problems of the quantification of plastics on the coastline is that 

this task is generally labor-intensive in terms of time and resources involved in collecting samples 

and processing them in the laboratory. In addition, most of research studies carried out to date 

require specific laboratory equipment such as stereo microscopes, dissecting microscopes or 

compound microscopes. 

The use of stereo microscope for counting and sorting particles based on color, size, 

brightness, and morphology is the most common identification technique in sediment studies 

(Hanvey et al., 2017; Gauci et al., 2019) in the range of 1 - 5 mm. These parameters are widely 

used in the study of microplastics (Kooi and Koelmans, 2019). Consequently, the automatization 

of image analysis-based identification methods is an important issue when counting, classifying, 

and measuring some types of particles since the quantification of key figures as particle type or 

size requires a tedious and intensive manual labor. 

One important limitation in monitoring microplastics is that their visual 

identification/screening process is a labor-intensive task that must be carried out by trained 

personnel. Therefore, it would be highly recommendable to automatize this task to result in faster 

sample processing and enabling this working time to be better applied to other relevant tasks. 

However, techniques to count and classify automatically microplastic particles with size between 

1 mm and 5 mm have not been studied widely. 

Lately, there has been an increasing interest in the image analysis techniques for 

microplastics characterization. Mukhanov et al. (Mukhanov et al., 2019) classified the 

microplastic particles into four classes: rounded, irregular, elongated and fiber; making use of the 

ImageJ software to compute three shape descriptors (Feret’s diameter, circularity, and area). The 

same software, ImageJ, was used by Prata et al. (Prata et al., 2019) to develop the Microplastics 

Visual Analysis Tool (MP-VAT) whose aim was to automatically count fluorescent microplastics 

stained with Nile Red and specific wavelength illumination. Similarly to Mukhanov et al. 

(Mukhanov et al., 2019), the authors proposed the circularity of the shape to classify it as fiber, 
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fragment or particles, besides Feret and MinFeret diameters to give an approximation of the largest 

and smallest dimension of the particle. 

Gauci et al. (Gauci et al., 2019) proposed the use of Matlab software to analyze the 

microplastic particles extracted from four beaches in Malta, computing three descriptors for each 

particle: size, roughness, and color. The size of the particles was estimated by fitting an ellipse and 

then using the major and minor axis. With respect to the roughness, it was computed as the the 

ratio between the difference of the particle and fitted ellipse areas and the ellipse area. Finally, the 

color was assigned to the closest of a set of 10 predefined colors in the RGB space. 

In our previous work (Lorenzo-Navarro et al., 2020), our SMACC system was presented. 

This system was able to count and classify microplastics particles into five categories using as 

input two images acquired with a high resolution flat scanner. Previously to the classification 

process, an adaptive thresholding was carried out and each detected particle was classified using a 

cascade classifier achieving 91.1% of accuracy. 

In recent years, deep learning approaches have gained increasing attention due to their very 

good performance in many computer vision tasks (Liu et al., 2020). To our best knowledge, the 

only application of deep learning to microplastics analysis has been the work of Wegmayr et al. 

(Wegmayr et al., 2020) to segment microplastics fibers in microscopy images. In their work, the 

authors compared the performance of Mask-RCNN (He et al., 2017) and Deep Pixel Embeddings 

(De Brabandere and Davy Neven, 2017), and they obtained the best results with the latter 

combined with a heuristic for fiber merging in the intersections. 

All the previous methods based on image analysis have required dedicated equipment as 

special staining dyes and light (Prata et al., 2019), flat scanner (Mukhanov et al., 2019) (Gauci et 

al., 2019) (Lorenzo-Navarro et al., 2020) or microscopy images (Wegmayr et al., 2020). The 

methodology proposed in this work is based on images taken with cameras or mobile phones with 

a resolution of at least 16 million pixels. Furthermore, introducing deep learning techniques 

improves both the performance of traditional computer vision methods and even the use of manual 

classification, which is error-prone due to its repetitive and tedious nature. Though deep learning 

architectures are best suited to be deployed in graphics processing unit (GPU) based computers, 

the proposed methodology is fast enough even when running in computers without GPU. 

Thus, the aim of this work is to present a novel method for automatizing the processes of 

counting and classifying microplastic particles using non-specific laboratory equipment. The main 
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contributions of the paper can be summarized as: 1) the use of novel techniques based on deep 

learning for this problem, 2) the possibility of using an image of the sample acquired with a digital 

camera or mobile phone without any requirement on the use of specific laboratory equipment, and 

3) reduce the processing time, enabling fast results in comparison to traditional methods. 

 

2. Methodology 

Microplastics classification from an image is included in the broad category of object 

detection problem (Liu et al., 2020). When detecting an object in an image, it can be obtained its 

bounding-box that allows locating it in the image. Some of the most referenced bounding-box 

based deep architectures are R-CNN (Girshick et al., 2014), Fast R-CNN (Girshick, 2015), (Ren et 

al., 2015), YOLO (Redmon et al., 2016) and SSD (Liu et al., 2016). These methods are adequate in 

applications where it is enough to know where and how many times an object appears in the image. 

In the context of microplastics classification, it is essential to obtain the pixels of the particle to 

estimate the size. In this case, object instance segmentation architectures are more suitable because 

they do not only detect the object but they also label each pixel with the class of its enclosing 

object. Some deep network architectures for object instance segmentation are FCNN (Long et al., 

2015), Mask-RCNN (He et al., 2017), and U-Net (Ronneberger et al., 2015). 

 

[[Image]] 

Figure 2: General schematic view of the proposed architecture. 

 

The method presented in this work is a hybrid approach between a bounding-box based 

approach and an instance segmentation approach (Figure 2). Thus the proposal is divided into two 

sequential phases: microplastics segmentation and microplastics classification. In the first phase, 

an instance segmentation is realized to detect the particles in the sample image encompassing all 

the types of microplastics in only one, the class particle versus the background. As result of this 

first phase, the pixels that correspond to particles in the images are obtained and not only the 

bounding box. This result is important in microplastics analysis because as it was mentioned in the 

introduction, the shape of the particles is a cue about its origin. After the microplatics has been 

segmented in the sample image, in the second phase, each particle is classified with a fine-tuned 

convolutional neural network (CNN). According to the research work proposed by (Hartmann et 
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al., 2019), most of the microplastic particles (larger than 1 mm) can be classified into three 

different types based on their shape: pellets, fragments and lines. Pellets correspond to small beads 

of primary microplastics (Figure 1-a). Fragments correspond to small fragments derived from the 

breakdown of larger plastic debris (Figure 1-b). Lines correspond to small segments of fish lines or 

nets (Figure 1-c). There are two main reasons why the hybrid architecture is proposed instead of 

using an existing instance segmentation neural network. Firstly, the number of trainable 

parameters of those models is very high, for example, Mask-RCNN with 1024x1024 input size and 

a ResNet101 backbone with pre-trained weights, has 21,069,086 trainable parameters. Thus, the 

number of images necessary to train the network must be in the order of several thousands. Given 

the fact that annotation of microplastics images is a very time consuming task for expert 

researchers, it is very hard to have available so many training images. On the other hand, even by 

having enough training images, microplastic particle size (1-5 mm) requires using relatively high 

resolution images (16 megapixels and higher) to keep smallest particles visible. Therefore, if the 

image size is reduced to fit with the input size of object instance segmentation networks 

(1024x1024 or lower), some small microplastic particles can be blurred and even disappear. 

 

2.0.1. Microplastics Image Segmentation 

The first phase of instance segmentation is carried out with a U-Net network (Ronneberger 

et al., 2015) that was originally proposed for biomedical image segmentation at pixel level. This 

network has the advantage over other architectures that it requires a reduced number of images to 

train it successfully. The architecture is made up of two paths: one contracting path that is 

composed of convolutions layers, and the expansive path that is composed of up-convolutions. A 

characteristic of this architecture is the concatenation of features from the contracting path to those 

of the expansive path. 

 

[[Image]] 

Figure 3: Division of the sample image into 512x512 pixels patches. (solid red line: 

non-overlapped patches, dashed green line: overlapped patches) 

 

As stated previously, the resolution of the samples images must be high enough to keep the 

details of small particles so they can not be downsized to feed the network. The solution was to 
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divide the sample image into smaller overlapped patches (Figure 3), apply the instance 

segmentation to each patch, and finally concatenate the patches to reconstruct the resulting 

segmented sample image. Using overlapped patches instead of non-overlapped ones is a way to 

solve the evident drawback of considering a single particle as two different ones when it fall 

between two adjacent non-overlapped patches. In our proposal, the images to be segmented are 

divided into 512x512 pixels patches with a horizontal and vertical stride of 256 pixels, therefore in 

the reconstruction of the segmented image the patches are concatenated with an overlapping as can 

be seen in Figure 4. 

 

[[Image]] 

Figure 4: Microplastics segmentation with overlapped patches to avoid breaking a particle in two 

adjacent patches. 

 

2.1. Microplastics Classification 

Once the microplastic particles have been segmented, the VGG16 network (Simonyan and 

Zisserman, 2015) classifies each particle into one of the three classes under consideration. VGG16 

is a CNN whose architecture is composed by two blocks of two convolutional layers followed by a 

max-pool layer, three blocks of three convolutional layers followed by a max-pool layer, and three 

fully-connected layers. All the convolutional layers have a Rectified Linear Unit (ReLU) 

activation function. 

Some modifications have been introduced into the original VGG16 architecture to adapt it 

to the microplastics classification task. Firstly, the dimension of the input images has been set to 

132x132 pixels in RGB color instead of the original 224x224 pixels. From the three 

fully-connected layers, the two first ones have been reduced to 128 and 64 units respectively, and a 

batch normalization layer (Ioffe and Szegedy, 2015) is introduced after each layer. The last layer 

has three outputs, corresponding to the microplastic classes under consideration, with a softmax 

activation function. To reduce the number of samples necessary in the training process, the 

convolutional layers of the network are initiliazed with weights that had been pre-trained on 

ImageNet. 

 

3. Experiments and Results 
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The experiments have been carried out with particles obtained from real samples collected 

in the beach of Playa de Poris in the island of Tenerife (28  09’ 51” N, 16  25’ 54” W). The 

sampling campaign took place in August, 2018. 

 

3.1. Microplastics Segmentation Results 

To assess the performance of each of the two phases of the proposed architecture, two 

experiments have been carried out. First, to train and test the U-Net, 49 images of mixed 

microplastics samples (Figure 3 left) were acquired with an Olympus OM-D EM-10 camera (26 

images of 4608x3456 pixels) and with a Samsung A5 mobile phone (23 images 4608x2592 

pixels), over a white background (DIN-A4 paper). Both the camera and the mobile phone 

configurations were set to default (autofocus and automatic whitebalance). The images where 

taken with indoor laboratory illumination conditions. The laboratory has 12 8W led tubes that 

provide an uniform light level of 500 lux aprox. The images were divided into 512x512 pixels 

patches as explained above, and 240 patches (120 of each camera) were randomly chosen from a 

total of 1484 patches. The true segmentation of these 240 patches was obtained by manually 

annotating the regions occupied by the particles (Figure 5 (b)). 

 

[[Image]] 

Figure 5: (a) Samples of patches, (b) Manual annotation, (c) U-Net segmentation, (d) Sauvola 

segmentation. 

 

With the 240 annotated patches, a 5-fold cross validation experimental setup and four 

quality measures are considered: 

• Accuracy is the number of pixels correctly classified as particle and non-particle. 

• Precision is the ratio between correct classified pixels as particle, and the number of 

correct classified pixels as particle plus the number of pixels incorrectly classified as 

particle. The precision is intuitively the ability of the segmenter not to label as particle 

a pixel that is background. 

• Recall is the ratio between correct classified pixels as particle, and the number of 

correct classified pixels as particle plus the number of pixels incorrectly classified as 

non-particle. The recall is intuitively the ability of the segmenter to find all the pixels 
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corresponding to particles. 

• Jaccard index, also known as Intersection-of-Union, is defined as the number of correct 

classified pixels divided by the number of pixels of the union of the ground truth and 

the classified pixels. 

 

Table 1: Results for microplastics segmentation with U-Net. 

[[Image]] 

 

Table 1 shows the results for the five folds and the average. It can be observed that the 

accuracy is very high but this measure is not informative in very unbalanced problems as this case, 

where the number of non-particles pixels in the image is much higher than particles pixels. Better 

conclusions can be obtained with precision and recall, in both cases the values are high 

demonstrating the ability of U-Net to segment correctly the particles in the patches. This behavior 

is confirmed with the value of the Jaccard index that is considered a good value when it is over 

0.70 (Lin et al., 2014) and in our experiments a value of 0.80 is reached. Some results of the 

particles segmentation can be seen in Figure 5 (c). 

In recent published works on microplastics classification based on image analysis, as those 

proposed by Lorenzo-Navarro et al. (Lorenzo-Navarro et al., 2020) and Wegmayr et al. (Wegmayr 

et al., 2020), Sauvola adaptive thresholding (Sauvola and Pietikäinen, 2000) has been applied. In 

order to compare the results of U-Net, the patches were segmented using the Sauvola method and 

the average accuracy, precision and recall was 96.39%, 71.16% and 48.37% respectively. Though 

the accuracy is high, as stated previously, this measure is not informative in unbalanced problems. 

Precision has a good value that can be interpreted that Sauvola method does not detect false 

particle pixels, but the low value of recall means that many particle pixels are not detected by the 

method. As shown in Figure 5 (d), the low recall value may be due to the light colored particles 

that are very common because they become discolored for the ultraviolet rays. 

 

3.2. Microplastics Classification Results 

To evaluate the performance of the second phase of this research, an expert provided us 

with two samples of each of the three type of microplastics under consideration. A photo of each 

sample was taken with two different cameras, an Olympus OM-D EM-10 and a Sony  6400 over 
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a white background (DIN-A4 paper) and indoor laboratory illumination (led tubes). Each image 

was segmented and the cropped image of each particle was extracted (Figure 1). The number of 

extracted particle images was 583: 169 fragments, 204 lines and 210 pellets. 

A 5-fold cross-validation experimental setup was used, and to increase the number of 

training samples a data augmentation process was introduced, entailing the rotation of each 

particle cropped image by / 4 , / 2  and 3 / 4  clockwise, and using both the original and its 

mirrored cropped image, multiplying by 8 the number of training samples. A fine tuning of the 

pre-trained VGG16 with Imagenet was implemented with SGD optimizer (learning rate = 510 , 

decay = 610 , momentum = 0.9, and batch size = 16) and using 20% of the training samples as 

validation. In order to determine the number of epochs and to avoid overfitting, an early stopping 

strategy was used with a patience of 10 epochs, which means that if during 10 epochs the 

validation loss does not improve, then the training is stopped. 

 

Table 2: Results for microplastics classification with VGG16 network. 

[[Image]] 

 

The accuracy and other performance measures are shown in Table 2. It can be observed 

that the 5-fold average accuracy is 98.11%, and the precision and recall are very similar to the 

accuracy which means that the behavior is similar in all classes. It can be highlighted that the 

number of epochs to get these results are very few. The best results without overfitting are 

obtained with an average of 26 epochs. Analyzing the errors, it is observed that only some pellet 

particles are incorrectly classified as fragment particles, but not in a noteworthy number. In Figure 

6, it can be observed some examples of the misclassified particles. The fragment particle that is 

incorrectly classified as pellet, shows a rounded uniform shape that is more likely to occur in 

pellets than in other types. In the case of the misclassified pellets particles, they present an 

irregular shape, which is a common feature in fragment particles. 

 

[[Image]] 

Figure 6: Examples of misclassified particles. 

 

A drawback of deep learning approaches is the need of GPUs to speed up the 
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computations. To test the influence of the use of GPU in the processing time, the images of the six 

samples (two of each microplastic type) were processed with the proposal architecture shown in 

Figure 2. The average time to process the images in a computer with a microprocessor (CPU) Intel 

Xeon 4110 was 23.87 secs. while this average time was reduced to 7.02 secs. when the computer is 

equipped with a GPU NVidia GeForce GTX 1080Ti. It can be observed that the processing time 

with the CPU is three times longer than using a GPU but in no case this is an excessive time 

compared to human classification. 

 

4. Discussion 

The results obtained with the proposed architecture have shown that the automatic 

classification of 1-5 mm microplastics can be carried out without any specific equipment such as 

high resolution flat scanner or microscope. Thus, in this work the experiments have been 

performed with mid-range digital cameras and mobile phone and the results are very promising to 

keep validating the approach in real quantification campaigns. Unlike bounding-box object 

detection networks where the object of interest is expected to have a size ratio with respect to the 

image (for example the Region Proposal Network (RPN) in Fast-RCNN (Girshick, 2015)), the 

proposed hybrid approach exhibits a higher scale invariance due to the fact that the segmentation 

and classification phases are decoupled. Therefore, it can be applied in other plastic shape 

classification problems, not only microplastics one but larger particles, up to 50 mm. In Figure 7, 

the classification of large fragments and lines is shown, where most of the pieces are correctly 

classified as fragments (Fig. 7-a) and lines (Fig. 7-b) respectively. 

 

[[Image]] 

Figure 7: Classification results of non-microplastics (larger than 5 mm) samples: (a) Fragments 

and (b) Lines. 

 

The use of images taken with digital photo cameras or mobile phones has not implied that 

the processing time were longer than with other work using specific equipment. In a previous work 

(Lorenzo-Navarro et al., 2020) where SMACC system is presented, a comparison of manual 

versus automatic classification time is shown. In Table 3, a comparison with the proposed 

approach is provided. Without loss of generality, we can assume that the preparation and removal 
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times are the same when scanning a sample and when taking a picture. With respect to the image 

acquisition, it has been considered the time needed to download the images from the camera or 

mobile phone to the computer. It can be seen that the average processing time of one image of a 

microplastic sample has been reduced to the half respect to SMACC, but if the preparation and 

removal time are not considered it can be seen that the reduction is even larger. Thus, if only 

acquisition and processing time are accounted, the reduction is from 6:15 minutes with SMACC to 

0:52 minutes and 1:08 minutes with the current proposal with and without GPU, respectively. 

Although all the experiments have been carried out with samples obtained from marine 

environment (beaches), the approach can be applied in other ecosystems as freshwater and 

terrestrial. The only requirement is to preprocess the samples to remove non-plastic materials as 

organic or sand. 

 

Table 3: Average time in minutes of the whole procedure of a microplastic sample classification. 

Manual and SMACC times correspond to those reported in (Lorenzo-Navarro et al., 2020). 

[[Image]] 

 

As any image analysis technique, the method described in this work is influenced by the 

illumination conditions. In this sense, the use of images taken outdoor with sunlight or cloudy 

conditions probably will produce not satisfactory results. Although it could seem a limitation of 

the proposed method, it must be noted that previously to count and classify the particles, a cleaning 

process must be done in the laboratory to remove non-plastics material of the samples (Herrera et 

al., 2018). Therefore, considering that the researchers need to process the sample in the laboratory, 

indoor illumination conditions are going to be the most frequent one. On the other hand, though 

only white color for the background has been tested, it must not affect the performance whenever 

the neural networks, U-Net and VGG16, were trained with images taken with a different 

background color. 

In summary, it can be concluded that the use of deep learning architectures for classifying 

microplastic samples from images taken with no specific acquisition equipment yields promising 

results, comparable and even with high accuracy than other proposed works based on traditional 

computer vision techniques, or even manual inspection. With respect to the processing time, the 

proposed architecture processes a sample image in a few seconds even in a computer with no GPU, 
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and faster if a GPU is used. In both cases, the processing time is significantly lower than previous 

systems based on traditional computer vision techniques. 
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Table 1 

Fold Accuracy Precision Recall Jaccard Index 

1 99.31% 90.98% 94.46% 0.82 

2 99.14% 88.72% 96.69% 0.84 

3 98.95% 86.40% 98.17% 0.79 

4 97.45% 82.70% 96.14% 0.74 

5 99.26% 91.12% 94.78% 0.82 

Average 98.82±0.78% 87.98±3.73% 96.05±1.50% 0.80±0.04 
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Table 2 

Fold Accuracy Precision Recall Num. epochs 

1 98.26% 98.35% 98.26% 38 

2 97.50% 97.57% 97.50% 22 

3 95.58% 95.70% 95.58% 20 

4 100.0% 100.0% 100.0% 36 

5 99.19% 99.21% 99.19% 14 

Average 98.11±1.70% 98.17±1.65% 98.11±1.70% 26±10.49 
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Table 3 

Method Preparation Image 

acquisition 

Classification Remove 

simple 

Total 

Manual 00:32 - 20:24 01:32 22:28 

SMACC 02:53 05:40 00:35 00:45 09:53 

Ours (CPU) 02:53 00:45 00:23 00:45 04:46 

Ours (GPU) 02:53 00:45 00:07 00:45 04:30 
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Highlights 

 Novel microplastic classi_cation model based on deep learning 

 Image acquisition with digital camera or mobile phone 

 High classi_cation accuracy rates on common particles types 
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Figure 2



Figure 3
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