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ABSTRACT: DFT investigations have been carried out on the
hydrogen evolution reaction (HER) mechanism followed by [NiFe]
hydrogenases. Calculations on the active site of the [NiFe] hydrogenase
from Desulfovibrio vulgaris str. “Miyazaki F” reveal that H2 is formed as
the final product through the “singlet multiplicity” pathway. Non-
spontaneous reaction energies can be seen for both H+/e− additions to
the reactive sulfur atom from the truncated cysteine residues, being the
limiting steps of the whole reaction. In contrast, transfers toward the
metal environment to produce the bridging hydride and the bonded H2
molecule at the Ni-C and I2 steps, respectively, are spontaneous
processes. Our DFT results highlight the role of the ligands attached to
both the Ni and Fe centers. When the protein ligand environment is
spatially confined, reaction energies for the HER are lower than those when the ligand carbons are able to freely adjust. In
addition, larger changes can be seen on interchanging the [CN]− and CO ligands on the Fe center; in particular, the energy
profile dramatically changes as [CN]− ligands are replaced by CO. These results may guide materials synthesis efforts toward
optimized HER catalysts.
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■ INTRODUCTION

Due to the serious environmental issues stemming from the
burning of hydrocarbon compounds based on fossil fuels as
energy sources,1−3 dihydrogen (H2) is emerging as a promising
environmentally friendly alternative. However, the high cost of
the most active (usually noble metal) catalysts, such as
platinum,4 creates a real limitation. In this regard, the search
for novel catalysts based on only earth-abundant materials is
highly desirable. Thus, the challenge lies in finding catalysts that
are commercially effective and chemically efficient.5

If one candidate attracts much of our attention, undoubtedly,
hydrogenase enzymes, representing how Nature produces (or
cleaves) H2, have not only shown impressive catalytic
performance for dihydrogen production but also are based on
abundant metals.6

On the basis of the metal centers composing the active site,
hydrogenase enzymes (hereafter simply referred as hydro-
genases), can be classified into [NiFe], [FeFe], or [Fe] types.7,8

Only bimetallic [NiFe] and [FeFe] hydrogenases catalyze the
reversible reaction of dihydrogen oxidation into protons and
electrons, and [NiFe] hydrogenases have better O2 tolerance
than the [FeFe] species.9 Thus, the study of [NiFe]
hydrogenases is of crucial importance for the development of
bioinspired catalysts.
With the exception of the [NiFeSe] subclass, the active sites

of the [NiFe] hydrogenases all have a similar atomic

composition: a bimetallic four-membered ring connects Ni
and Fe metal centers via two sulfur atoms; the latter are part of
cysteine residues from the protein environment.10 Finally, two
exocyclic cysteine residues are bound to the Ni through their
sulfur atoms and Fe is linked with three inorganic ligands, one
neutral carbonyl and two cyanide anions, via the C moiety in all
cases (see Scheme 1).11 In this regard, the structural
environment of the Fe ligands has been studied by comparison
of quantum chemical calculations of three different config-
uration models with X-ray and Fourier transform infrared (FT-
IR) spectroscopy data.12

When they are placed in an aerobic environment, [NiFe]
hydrogenases will turn to inactive states. The so-called Ni-A
and Ni-B states have the active site blocked by the presence of
the OH− species acting as bridging moieties between the two
metals, as proposed in the literature.13−19 However, under an
H2 atmosphere, the [NiFe] hydrogenase can be reactivated.
According to FT-IR and electron paramagnetic resonance

(EPR) spectroscopy, there are three observed active redox
states of the [NiFe] hydrogenases: Ni-SIa, Ni-C, and Ni-
R,20−24 which have been studied by comparison of computa-
tional and experimental approaches. According to previous
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work presented by Siegbahn et al.,25 Scheme 1 summarizes the
corresponding hydrogen evolution reaction (HER) path
followed by [NiFe] hydrogenases; however, a different proposal
was previously besought by Niu and co-workers,26 consisting of
postulating an additional proton binding on the exocyclic sulfur
in all reaction states.
Following the HER path gathered in Scheme 1, Ni-SIa

represents the oxidized active state in which a vacant position
exists above the four-membered ring. This active site becomes
occupied by a hydride in the Ni-C state.15,27−32 I1 is an
intermediate state,33 during which the first hydrogenation takes
place on the sulfur atom of one of the exocyclic cysteine
residues directly bonded to Ni, to be finally transferred as a
bridging hydride shared between the Ni and Fe metals. After
the first hydrogenation, the addition of a second H+/e− pair
leads to the Ni-R state. FT-IR spectroscopy indicates the
existence of three subforms for this case,34,35 and recent X-ray
crystallography data and computational studies have verified the
persistence of the bridging hydride between the two metal ions
and the inclusion of the second H+/e− pair on the previously
reacted terminal sulfur ligand in one of the subforms.36 In
addition, another recent work by Ogata and co-workers
supported the bridging hydride existence by the vibrational
spectroscopy for the first time.37 As an intermediate state, I2
links the Ni-R and Ni-SIa states, involving the migration of the
second proton and first hydride toward the metal centers.29,38

These two hydrogen atoms may bind to the Ni (I2a) or to the
Fe (I2b) atoms and represent the final steps before the release
of H2 as the product. In addition, Mössbauer spectroscopy
indicates that the Fe atom remains doubly positively charged
along the entire reactive process,39 while Ni experiences a
“charge route” of +2, + 1, and +3 along the Ni-SIa/I1/Ni-C
steps.
A variety of studies of the ligand environment of the active

sites of the various states discussed above have been
published.14,39−44 The multiplicity of the Ni metal is an
important question, as both the high-spin45 and low-spin46,47

states are supported by experimental results. In this regard,

DFT investigations indicate that the BP86 functional exhibits
an energy preference for the singlet state, while B3LYP suggests
the contrary: that triplet states dominate the reaction path for
the Ni-SIa and Ni-R states.48 According to previous work, BP86
has a smaller mean unsigned error in describing the
hydrogenase structures, but more remarkably, accurate ab
initio coupled cluster CCSD calculations show an energy
preference for the singlet state, being ∼14 kcal/mol more stable
than the triplet, for the Ni-SIa state.

49 This is significant, as the
multiplicity strongly affects the H2 binding position on the
active site: while H2 tends to bind at Ni in the singlet state,
when the multiplicity is triplet, it tends to bind on Fe.50

Finally, while it is widely accepted that the ligand
environment affects the reaction pathway, the details and
origins of the effects remain unclear. In the present work,
models with different truncated cysteine ligands are compared
in order to study how the proximal protein environment affects
the reaction pathway. We pay special attention to how the
confinement of the ligands influences the energy profile. In
addition, the effects of neutral CO vs negatively charged [CN]−

ligands are studied.

■ COMPUTATIONAL DETAILS

The geometry and properties of the HER mechanism followed
by [NiFe] hydrogenases have been studied through the use of
density functional theory (DFT) via the BP86 functional51,52 in
its unrestricted formalism. Two-layer “onion” basis sets have
been applied for all models, using the Def2TZVPP effective
core potential for the active site (constituted by the metals,
sulfurs, and ligands attached to the Fe atom) and the smaller
Def2SVP effective core potential for the carbon chains directly
bonded to sulfurs.53 In all cases, the EDIIS/CDIIS procedure
was applied for the self-consistent field (SCF) convergence.54

In addition, frequency calculations were performed in order to
confirm the nature of the stationary points and to obtain the
zero-point energy (ZPE) as well as the thermal correction
terms. Therefore, all the energies reported below are Gibbs free

Scheme 1. Hydrogen Evolution Reaction (HER) Path Followed by [NiFe] Hydrogenases
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energies under mild conditions. In addition, the dispersion
interaction correction has been included during geometry
optimization by using Grimme’s D3 damping function in all
models.55 Under f(H2) = 101325 Pa and pH 0 conditions, the
energy difference for the H+/e− added step in this work could
be approximated as half of the free energy of the H2 molecule
referring to the standard hydrogen electrode (SHE): that is,
G(H+ + e−) = 1/2[G(H2)] vs SHE.4,56−58 Since the
physiological environment presents pH conditions at around
7, the pH effect for the H+/e− added steps on the free energy
can be corrected as ΔGrxn = ΔG° + 2.303RT × pH according to
the Nernst equation, resulting in a factor of +9.55 kcal/mol at
pH 7. All calculations were carried out through the facilities
provided by the Gaussian09 package (revision D.01).59

Models used in the present study have been built on the basis
of the X-ray crystallographic structure of the reduced [NiFe]
hydrogenase from Desulfovibrio vulgaris str. “Miyazaki F”
organism (PDB accession code 1H2R)60 provided by Higuchi
et al.61

With the aim of studying the effect of the ligands, two
strategies have been followed. On the one hand, free, partially
frozen, and totally frozen carbon atoms in the protein ligands
have been imposed during optimizations.
On the other hand, the nonprotein CO and [CN]− ligands

attached to the Fe moiety have been replaced by each other in
the partially frozen model, while considering the possible
influence by the interaction between the inorganic ligands and
the surrounding amino acids through hydrogen bonding:
Pro478, Leu482, Pro501, and Ser502 residues have been also

included in the model. This treatment can discern the key effect
played by the ligands, according to their protein or nonprotein
nature, showing in some cases important effects in the rate-
determining steps of the dihydrogen production mechanism.

■ RESULTS AND DISCUSSION

Reaction Pathway: Spin Preference in the HER
Mechanism. In order to understand how H2 is produced on
hydrogenases, different paths based on different multiplicity
states have been studied (see Figure 1). For this purpose, our
truncated model has been built from the X-ray structure of the
reduced [NiFe] hydrogenase from Desulfovibrio vulgaris,60,61

retaining the bimetallic [NiFe] active sites as well as the
proximal functional groups around them. Finally, with the aim
of retaining the enzymatic structure−reactivity pattern, the
distal carbon atoms derived from the truncated cysteine
residues have been frozen (indicated by asterisks in Figure 1).
In an overall view of the mechanism, while singlet and triplet

states can be described for the Ni-SIa, Ni-R, and I2 steps, only
doublet multiplicity can be seen for the I1 and Ni-C structures,
as a result of the odd number of electrons for these radical
states. For the singlet and triplet states of I2, both the Ni-H2
and Fe-H2 states have been hypothesized as stable states. This
is slightly different with respect to the results obtained by
Bruschi et al.,50 who described stable structures for I2a in both
spin states and showed I2b as unstable with singlet multiplicity.
Since their and our works are based on a quite similar level of
theory (same BP86 functional), this divergence could be caused

Figure 1.Modeling the HER mechanism steps followed by the [NiFe] active site. Hydrogen atoms participating in the HER pathway are highlighted
in pink. Shading indicates the singlet pathway. Frozen carbon atoms are indicated with asterisks at the Ni-SIa singlet state; these carbons are frozen
throughout the rest of the structures. Selected H−X distances are shown in Å.
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by the size of the models; however, recent investigations carried
out by us on a large model (similar to Bruschi’s model: 180
atoms, including the subsequent protein cell around the active
site) demonstrate similar results with respect to the different
spin states at I2. This leads us to conclude that this divergence
might be due to the different protein environment imposed by
the kind of [NiFe] hydrogenases studied: in the case of
Bruschi’s work, Allochromatium vinosum; in our case, Desulfovi-
brio vulgaris. Nevertheless, the dihydrogen binding positions at
Ni singlet and Fe triplet states are consistent with previous
works.29,50

An analysis in detail of the mechanism indicates that the first
H+ gain is carried out on one of the sulfur atoms from the
truncated cysteine residues directly linked to Ni (I1). An
interatomic S−H distance equal to 1.36 Å is obtained at this
computational level. The mechanism shown in Scheme 1
indicates that during this first step the electron injected goes to
the Ni metal, modifying its charge state. The second step
involves the H transferring from this position to become a
bridging hydride shared on the NiFe bimetallic active site (Ni-
C). It is hypothesized that, during this migration, H+ becomes
H:− by the acquisition of two electrons from Ni, modifying its
charge state.62 Interatomic distances between hydride and the
metals are observed to be 1.60 and 1.70 Å for Ni and Fe,
respectively. The aforementioned H+/e− gain during the I1 and
Ni-C steps distorts the four-membered-ring structure: e.g., the
S−Ni distance is elongated by approximately 0.02 and 0.09 Å,
respectively. In addition, dihedral φNiSSFe angles experience
distortions of around 2.1°.
Singlet multiplicity seems to be more stable for the totally

reduced Ni-SIa structure, i.e. without H adding at the
beginning; this trend is also present for the subsequent third
and fourth steps, in the Ni-R and I2 structures. In other words,
the minimum energy path for the HER mechanism followed by
the active site in our [NiFe] hydrogenase model follows a
singlet route (highlighted in light green in Figure 1). Previous
work by Prabha et al. suggests that the singlet state
demonstrated instability between the restricted and unre-
stricted DFT calculations; however, such a phenomenon could
not be seen in this work.63

Thus, the Ni-R step represents the second H+/e− gain taking
place on the previously protonated S atom. Despite the S−H
distance in the triplet state being smaller than that in the singlet
(1.35 vs. 1.37 Å), this difference seems to be insufficient to
modify the singlet minimum energy path identified previously.

Impressively, the multiplicity state strongly affects the
coordination environment of the hydride moiety. In the singlet
state the proximal hydride−metal distance is to Ni (1.59 Å),
and in the case of the triplet this is to Fe (1.64 Å). However,
the sum of both Ni−H and Fe−H distances are larger in Ni-R t
than in Ni-R s (t and s indicating triplet and singlet,
respectively).
At this point, it deserves to be mentioned that the possible

intermediate stable state between Ni-R and I2, in which the
proton goes to Ni or Fe, has been also calculated.50 Such a state
has been confirmed by both BP86 and B3LYP func-
tionals;51,52,64 however, while the energy of this state is almost
the same as that for the I2 state (just representing minor
structural reordering), it has therefore not been included in the
energy profile.
Focusing on the singlet minimum energy path, the addition

of both H+/e− pairs to the reactive sulfur (Ni-SIa to I1 and Ni-
C to Ni-R) practically does not affect the distance between this
S and Ni but increases the distance between the nonreactive
lower endocyclic sulfur atom and the metals; this is important
as the reaction evolves. Increments of 0.09 and 0.23 Å can be
seen, in each case. Notwithstanding this, the metal-containing
ring is regenerated once the H2 is produced and attached to the
metals in the subsequent step (I2). In this last case, our DFT
calculations corroborate the preference of H2 to interact via the
Ni moiety in a singlet state before its final release, as
demonstrated by the closer metal−H2 distances on average of
1.65 Å (I2a s) vs 1.82 Å (I2a t), 1.75 Å (I2b s), and 1.74 Å
(I2b t).
Figure 2 describes the energy profile for the HER pathway at

the SHE and under natural environment conditions followed by
the active site in our [NiFe] hydrogenase model. As has been
previously mentioned, triplet states are less stable than singlet
states in all the cases in which both multiplicities can be
described, but also the singlet reaction path has a lower energy
demand for the thermodynamic rate-determining step than the
triplet path. Focusing on the minimum energy path, two
important characteristics can be highlighted. On the one hand,
the addition of both H+/e− pairs to the reactive sulfur atom
(Ni-SIa to I1 and Ni-C to Ni-R) indicates positive Gibbs free
reaction energies at 298.15 K (hereafter simply referred as
reaction energy), and the second addition appears as the
highest reaction energy of the whole process (19.48 vs 19.72
kcal/mol including the pH correction). On the other hand, the
transfers toward the metal environment to produce the bridging

Figure 2. Gibbs free energy profile, in units of kcal/mol, for the HER path analyzing the spin effect. All energies are referred to that of the Ni-SIa
state. Energy differences between singlet and triplet states are shown in italics and highlighted in orange. Energy data under standard conditions
( f(H2) = 101325 Pa and pH 0), under which the H+/e− injection can be approximated as G(H+ + e−) = 1/2[G(H2)] vs SHE, are presented in green.
For the natural environment of hydrogenases (pH 7), pH corrections are also included in the energy profile, highlighted in blue.
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hydride and the sequestrated H2 molecule at Ni-C and I2,
respectively, are spontaneous processes. However, while for the
first of these process 11.48 kcal/mol is released, in the second
process the reaction energy only drops 2.54 kcal/mol. Our
interpretation for such a reaction energy results is based on the
idea that the second H+/e− gain is more expensive than the first
gain, because of the previous hydrogenation existing as a
bridging hydride at Ni-C. We also suggest that this is the reason
the second H transfer from the reactive sulfur to the bimetallic
active site is less spontaneous than the first. In addition, the
kinetic analysis suggests that the H2 formation is more
expensive than the proton to hydride formation. Besides, the
activation energy for the I1 to Ni-C step exhibits a barrier of
8.18 kcal/mol (TS1), while that for the Ni-R to I2a step is
12.96 kcal/mol (TS2), being smaller than the 19.72 kcal/mol
required in the thermodynamic rate-determining step.
Finally, despite the fact that the molecular reactivity can

often be explained through consideration of the highest
occupied and lowest unoccupied molecular orbitals (HOMO
and LUMO), the representation of such frontier orbitals in our
case cannot fully explain the 2H+ + 2e− → H2 transformation
route. Nevertheless, the LUMO in the Ni-SIa and Ni-C states
are partially localized on the reactive sulfur atom. In addition, a
clearer LUMO is located on the metal environment at I1, with
a percentage of almost 51%, which explains why the H is
transferred into the Ni−H−Fe bridging position (see Figure S1
in the Supporting Information).
Role of the Cysteine Ligands on Ni. It is well-known that

the reactivity displayed by enzymes is strongly related to their
structure, including the protein environment, displacement/
substitution of inorganic ligands, or conformational fluctua-
tions. Since the bimetallic active site involves exo- and
endocyclic cysteines directly bound to it, imposition of
structural constraints by freezing of the carbon skeleton can
provide clear information about the structure−reactivity
patterns.
In the previous section in which the role of multiplicity was

explained, the distal carbon atom (C(a)) was frozen during
optimization. Comparisons between this and a more con-
strained model, in which both carbons from the truncated
cysteines skeleton are frozen (C(a) and C(b)), reveal that the
reaction energy for the first hydrogenation gain, represented by
the Ni-SIa to I1 step, decreases by 4.83 kcal/mol (see Figure 3).
This reaction energy diminution is in contrast with the minor

structural differences shown between Ni-SIa and I1 in both
models; however, an important variation in the stabilization of

the LUMO energy explains this fact. In relative terms, the
HOMO−LUMO gap decreases by 4.27 kcal/mol (see the
Supporting Information) in the totally frozen model. This
important observation is in accord with the DFT investigations
recently published by Bruschi et al.,50 who found a similar
difference in the frontier orbital behavior when comparing
several S−Ni−S geometrical angles for the reverse path of the
H2 binding (I2a in our model) on the active site of [NiFe]
hydrogenases. While for the rest of the steps small structural
changes can be seen, no remarkable differences in HOMO−
LUMO energy gaps are found. Additionally, reaction energies
slightly decrease by 0.77 kcal/mol when both models are
compared.
The so-called free model, consisting of unconstrained

truncated cysteine moieties during optimization, shows some
differences worthy of mention. The first and most important
one is on the first hydrogenation from Ni-SIa to I1. Due to the
free movement of the carbon skeleton of the cysteine ligands,
φS2S1S3S4 dihedral angles vary from −47° in the partially frozen
model to −37° in the unconstrained model at Ni-SIa. In other
words, the sulfur environment attached to Ni evolves from a
seesaw conformation into a more planar configuration. Second,
at I1, the (Ni)-SCH2CH3 ligands experience important
rotational distortions, with AS1NiS2 and AS3NiS4 differences of
48 and 9°. For Ni-SIa, AS1NiS2 has not experienced any
important variation; however, AS3NiS4 differs by 23° between
both models.
The HOMO−LUMO gap increases by 6.30 kcal/mol in

comparison with the partially frozen model, which is larger than
the gap disparity between the total and partially frozen models,
suggesting a larger difference between the reaction energies.
However, a similar reaction energy can be seen for such step,
with deviations of merely 0.74 kcal/mol. According to the
geometry distortion occurring in the free model, the small
reaction energy difference is a result of the electron distribution
and the geometric structure. Similarly, we can see an important
energy difference when comparing the I1 and Ni-C steps;
however, the HOMO−LUMO gap and positions remain quite
similar. This indicates that the distortion in the carbon skeleton
conformation of the active site, which is caused by a different
Ni coordination geometry in the different states, is another
important reason for this energy difference in addition to the
frontier orbitals. Additionally, for the final H2 release step (I2),
the HOMO−LUMO gap plays a minor role in comparison with
the geometric distortion. On the other hand, the geometries of
the protein−metal environment for the intermediate Ni-C, Ni-

Figure 3. Energy profile, in units of kcal/mol, for the HER singlet pathway attending to three different models on the basis of carbon constraints.
Relative energies are referred to the Ni-SIa state, in which ΔG = 0 kcal/mol. The pH corrections (pH 7) are also included in the energy profile for
the natural environment of hydrogenases.
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R, and I2 steps surprisingly exhibit high similarity with the
constrained models (both one and two carbons frozen), which
seems to be a consequence of the hydride/H2 interacting with
the metals.
Role of Inorganic Ligands on Fe. CO and [CN]− ligands

have been detected on the active site bonded to the Fe center
in both [NiFe] and [FeFe] hydrogenases.8 Both the CO and
[CN]− species are strong-field ligands that intensely affect the
splitting of the d-like orbitals on the metal and therefore
contribute to the stabilization of low oxidation states of Fe,
indicating the significant role they might play in the catalytic
cycle. Although they are very close in the spectrochemical
series, they must have different effects on the active site.
Previous work on [FeFe] hydrogenases has investigated the
energy required for the CO and [CN]− redisposition and the
electronic structure change for the [CN]− replacement by
CO.65,66 In our work, these two types of ligands have been
replaced by each other in order to study their influence on the
reaction pathway (see Figure 4). In addition, amino acids
around the inorganic ligands are included in our calculation
model, which lead to a slight difference in the energy profile, as
the energies required for the two thermodynamic rate-
determining H+/e− added steps decrease by ∼4 kcal/mol
with respect to the initial model without the inclusion of the
Pro478, Leu482, Pro501, and Ser502 residues (compare
Figures 2 and 4). However, the trends of the profile remain
similar. Therefore, the amino acids around could promote the
HER, although those steps that presented spontaneous reaction
energies are hypothesized to not be strongly affected by the
amino acid environment.
The replacement of the two [CN]− ligands by two neutral

CO ligands brings a remarkable change in trend to the reaction
energy profile for the whole (highlighted in red at Figure 4).
On the one hand, it reduces the energy difference for the first
H+/e− pair gain. While for the original model the energy input
for the Ni-SIa to I1 step was 15.67 kcal/mol, the effect of these
two CO replacements leads to an almost no-energy-required
process with the injection of merely 0.68 kcal/mol. The frontier
orbitals show that the HOMO−LUMO gap dramatically
decreases by around 8.44 kcal/mol with respect to the original
gap, which might be one of the reasons for the change in the

reaction energy. On the other hand, the proton seems to
experience some difficulty in transferring toward the bridging
position in the bimetallic environment (10.74 kcal/mol), which
was spontaneous in the original model. In addition, the second
H+/e− pair injection to this “modified-on-Fe” active site newly
displays a significant energy change of 5.54 kcal/mol vs the
15.80 kcal/mol demanded in the original model. The limiting
thermodynamic step, located on the Ni-R species obtained in
the original model, has varied. Notwithstanding, it is transferred
to the sequestrated H2 on Ni (Ni-R to I2) with a
nonspontaneous reaction energy equal to 11.32 kcal/mol. In
other words, while the two nonspontaneous H addition steps
have become easier by the two [CN]− to two CO
replacements, the bridging hydride formation and the
production of H2 to be captured on Ni become non-
spontaneous and result in the severest reaction energy of the
whole reaction.
In this sense, the substitution of just one CO for one of the

[CN]− ligands (indicated in green at Figure 4) newly confirms
that the first hydrogenation step (Ni-SIa to I1) becomes less
nonspontaneous with an energy requirement decreasing to 6.29
kcal/mol in comparison with the original model. Very smooth
thermodynamics can be analyzed for the subsequent I1 to Ni-C
step, with a reaction energy as low as 0.07 kcal/mol. Then,
similar to the energy drop for the first hydrogenation, the
energy demand for the Ni-C to Ni-R step drops from 15.80 to
9.63 kcal/mol. Finally, the severest reaction energy is found for
the dihydrogen intermediate formation, requiring 9.20 kcal/mol
for this. In view of these results, it seems evident that the
elimination of [CN]− moieties in favor of CO ligand
substitution supposes dramatic changes for the thermody-
namics of the HER catalyzed by [NiFe] hydrogenases. It is
worth mentioning that not only the energy required for the
thermodynamic rate-limiting step decreases but also this kind of
replacement is spontaneous, with 12.95 kcal/mol released
under vacuum conditions.
A completely different outcome appears when the only

neutral CO ligand in the original model is substituted by
another [CN]− (blue profile at Figure 4). The energy profile
exhibits a similar trend with respect to the original model: i.e.,
H+/e− injections on the reactive S atom (Ni-SIa to I1 and Ni-C

Figure 4. Gibbs free energy profile, in units of kcal/mol, for the HER singlet pathway by replacement of the inorganic ligands attached to Fe.
Relative energies are referred to the Ni-SIa state, in which ΔG = 0 kcal/mol. The pH corrections (pH 7) are also included in the energy profile for
the natural environment of hydrogenases.
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to Ni-R) are nonspontaneous, while the transfer of H to
become a bridging hydride (I1 to Ni-C) and the production of
H2 to be captured on Ni (Ni-R to I2a) are spontaneous
processes. However, both the injection and release of energy
show larger reaction energies in both senses: that is,
nonspontaneous processes become more “expensive” in terms
of energy (23.13 and 22.98 kcal/mol) and spontaneous
processes release more energy than in the original model
(−16.69 and −5.32 kcal/mol).
Concerning the redox states of Ni and Fe in the original

model, the Mulliken spin densities for the I1 state are 0.6382
and −0.0806, respectively. The substitution of two [CN]− with
two CO leads to spin densities of 0.4766 and 0.0288, while for
the case of substitution of just one [CN]− by one CO, they are
0.5651 and −0.0399. Finally, in the case in which one [CN]−

replaces one CO ligand, such densities are 0.6155 and 0.0004.
Hence, we can hypothesize that the metals remain as Ni(I) and
Fe(II) after any substitution.
It is surprising to note how changes on the Fe environment

produce a major influence on the catalytic path of [NiFe]
hydrogenases, despite the fact that Fe has a little-recognized
role in comparison with Ni. The latter is the link between the
active site and the protein environment through endocyclic
cysteine residues, providing the electrons in the transformation
of proton into hydride, where H2 prefers to bind until its final
release. As the [CN]− and CO ligands commonly exist in
bioinspired catalysts,67 therefore the replacement of each might
be able to tune the energies for the H+/e− added and the H2
formation.

■ SUMMARY AND CONCLUSIONS
In summary, DFT investigations of the HER mechanism
catalyzed by the active site of [NiFe] hydrogenases indicate that
the minimum energy path follows a singlet multiplicity route.
The addition of the H+ moieties on the reactive sulfur atom
from one of the exocyclic cysteine residues are nonspontaneous
processes in terms of the calculated Gibbs free reaction energies
at room temperature. The Ni-C to Ni-R process exhibits the
largest thermodynamic impediment of the whole reaction. In
contrast, the proton migrations to become a bridging hydride
(I1 to Ni-C) and to produce H2 to be captured on Ni (Ni-R to
I2a) are spontaneous processes. We hypothesize that the
second step is a less spontaneous step due to a previously
existing bridging hydride, which obstructs the second transfer.
Even concerning kinetics, the largest and limiting rate-
determining step is hypothesized for the Ni-C to Ni-R step,
with 19.72 kcal/mol energy required in a natural environment.
The protein ligand confinement appears to be important in

the HER path followed by [NiFe] hydrogenases. Our models,
being constrained in different degrees, reveal that the protein
environment, as it is in Nature, seems to be more efficient for
the catalysis of H2 production (and cleavage). Energy
differences between the partially and totally frozen models
exhibit a decrease of 4.83 and 0.77 kcal/mol for the Ni-SIa to I1
and Ni-C to Ni-R steps, respectively.
Remarkable differences can be seen when the inorganic

ligands attached to Fe are replaced by each other. This
replacement leads to dramatic changes in the reaction energies.
While the presence of totally neutral CO ligands on Fe helps
the H+/e− injection and inhibits the H+ to hydride and the H2
sequestration on Ni steps, the removal of CO by another
[CN]− ligand penalizes the classical Ni-C to Ni-R limiting step.
Finally, these dramatic changes could serve as strategies for the

design of novel catalysts based on bioinspired molecules for
efficient H2 production.
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