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Why is a proton transformed into a hydride by
[NiFe] hydrogenases? An intrinsic reactivity
analysis based on conceptual DFT†

Siyao Qiu,‡a Luis Miguel Azofra,‡ab Douglas R. MacFarlane*ab and Chenghua Sun*ab

The hydrogen evolution reaction (HER) catalysed by [NiFe] hydrogenases entails a series of chemical

events involving great mechanistic interest. In an attempt to understand and delve into the question

about ‘Why does nature work in that way?’, an in-depth intrinsic reactivity analysis based on conceptual

DFT has been carried out focusing on the so-called I1 to Ni-C step, i.e. our work tries to answer how

and why the proton attached to the reactive sulphur atom from one of the exo-cyclic cysteine residues

is transformed into a bridging hydride to be shared between the Ni/Fe metals in the active site of [NiFe]

hydrogenases, which involves not only H migration, but also a change of the charge state on Ni from

Ni(I) to Ni(III). Our DFT results suggest that the transformation is motivated by spontaneous

rearrangements of the electron density, and stabilisation comes from the decrease of both electronic

activity and electrophilicity index from Ni.

Introduction

Hydrogenases1,2 are an extraordinary group of metal-containing
enzymes specialised towards the reversible catalytic conversion
of protons plus electrons into dihydrogen (H2). The performance
of catalysts in this simplest chemical reaction (eqn (1)) attracts
much attention, not only due to its crucial importance in the
understanding of the biochemistry of hydrogenases, but also
because it can serve as the basis of the bio-inspired design of
high-performance catalysts based on earth-abundant metals3,4

for the efficient production of H2—a promising environmentally
friendly alternative to energy sources based on hydrocarbon
compounds.5,6

2H+ + 2e� - H2 (1)

Focusing on the metal ions in the active site, hydrogenase
enzymes can be classified into three main kinds: [NiFe], [FeFe],
and [Fe]. However, only bimetallic [NiFe] and [FeFe] hydrogenases
can catalyse the reversible H2 oxidation into protons plus
electrons. [NiFe] hydrogenases also have better O2 tolerance

than the [FeFe] ones.7 The active site of the [NiFe] hydrogenases
is constituted by a bimetallic four-membered ring connecting
the Ni and Fe metals through two sulphur atoms as part of
two cysteine residues from the protein environment.8 Also, as
exo-cyclic ligands, two cysteine residues are attached on the Ni
metal, and three inorganic ligands are linked to Fe composing
the [Fe(CN)2(CO)] moiety.

Several studies, both theoretical and experimental, have
been carried out in the recent decades with the aim to deepen
the understanding of the hydrogen evolution reaction (HER)
mechanism followed by [NiFe] hydrogenases. Those involving
structural characterisation9–30 and investigations of the metal
multiplicities31–35 deserve special mention, having generated
extensive and rich literature. The study of the enzymatic activity
of [NiFe] hydrogenases which turn to inactive states when
placed under aerobic conditions deserves special mention: by
the presence of the OOH� and OH� species interacting at the
active site, a blocking of the bi-metallic site prevents the HER,
the [NiFe] hydrogenases being reactivated once under a H2

atmosphere.14,15,18,22

From an overall point of view, the active site of [NiFe]
hydrogenases in their oxidised active state, Ni-SIa (see
Scheme 1), acts as the site for the injection of one H+/e� pair.
The so-called I1 state is postulated as an intermediate structure17

during which the H+ ion is placed on the reactive sulphur atom
from one of the exo-cyclic cysteine residues; the electron goes to
Ni, modifying its charge state by a reduction from Ni(II) to Ni(I).
Subsequently, Ni(I) is re-oxidised, losing 2e� to transform H+

into hydride forming Ni(III) in the Ni-C state, as suggested by

a School of Chemistry, Faculty of Science, Monash University, Clayton, VIC 3800,

Australia. E-mail: Douglas.MacFarlane@monash.edu,

Chenghua.Sun@monash.edu; Fax: +61 3 9905 4597; Tel: +61 3 9902 9916
b ARC Centre of Excellence for Electromaterials Science (ACES), School of Chemistry,

Faculty of Science, Monash University, Clayton, VIC 3800, Australia

† Electronic supplementary information (ESI) available: Theoretical framework,
analysis of other conceptual DFT properties, and Cartesian coordinates for the TS.
See DOI: 10.1039/c6cp00948d
‡ These authors have equally contributed to the development of this work.

Received 11th February 2016,
Accepted 10th May 2016

DOI: 10.1039/c6cp00948d

www.rsc.org/pccp

PCCP

PAPER

Pu
bl

is
he

d 
on

 1
1 

M
ay

 2
01

6.
 D

ow
nl

oa
de

d 
by

 U
L

PG
C

. B
ib

lio
te

ca
 U

ni
ve

rs
ita

ri
a 

on
 1

0/
27

/2
02

0 
9:

50
:3

1 
A

M
. 

View Article Online
View Journal  | View Issue

http://crossmark.crossref.org/dialog/?doi=10.1039/c6cp00948d&domain=pdf&date_stamp=2016-05-21
https://doi.org/10.1039/c6cp00948d
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP018022


15370 | Phys. Chem. Chem. Phys., 2016, 18, 15369--15374 This journal is© the Owner Societies 2016

Siegbahn in 2004.36 The objective of the present work is to
provide further insights into this crucial step.

As a second step along the HER path, another H+/e� pair is
collected by the Ni-R species. In similarity with I1, I2 is
postulated as an intermediate structure in which H2 is pro-
duced and sequestrated by the Ni centre, to be finally released.
The active site is thereby returned to the original Ni-SIa

configuration. Recent investigations by our group corroborate
that the minimum energy path for the HER in [NiFe] hydro-
genases follows a singlet multiplicity route.37

Computational details

Thus the geometries of the minima and the transition state (TS)
for the proton transformation into hydride catalysed by the
active site of [NiFe] hydrogenases (the so-called I1 to Ni-C step)
have been fully optimised through the use of density functional
theory (DFT) via the spin-unrestricted Kohn–Sham (UKS)
formalism and the BP86 functional.38,39 Two-layered-integrated
basis sets through the ONIOM approach40 have been applied,
using the Def2TZVPP effective core potential for the active site
(constituted by the metal, sulphur, and ligands attached to the
Fe atoms), and the smaller Def2SVP effective core potential for
the carbon chains directly bound to sulphur atoms.41 In all
cases, the EDIIS/CDIIS procedure was applied for the self-
consistent field (SCF) convergence.42 The synchronous transit-
guided quasi-Newton (STQN)43 method (QST3) has been used to
locate the TS, having checked that no spin contamination
occurs during the breaking and formation of bond events in
the TS. With the aim to confirm that the located TS connects
reactants and products and in order to describe the intermediate
structures along the minimum energy path, the intrinsic reaction
coordinate (IRC) procedure, in which the reaction coordinate, x, is
expressed in mass-weighted internal coordinates,44 has been
employed using a step-size equal to 0.05 bohr. During the IRC
calculation, a tight criterion was imposed for convergence and the
force constants were computed through the improved CalcFC
algorithm. In all cases, frequency calculations were performed in
order to confirm the nature of the stationary points (minima or
first-order TS with one imaginary frequency). All calculations
were carried out using the facilities provided by the Gaussian09
package (revision D.01).45

According to previous studies, the DFT modelling of [NiFe]
hydrogenases exhibits a smaller unsigned error in describing

the enzymatic structure when using the BP86 functional. Also,
the effect of the basis set has only a minor role. Thus, the
selection of the level of theory in the present work is not only
justified by this, but also offers results comparable with
ab initio coupled-cluster CCSD calculations that, contrary to
what is observed when using B3LYP, show an energy preference
for the singlet state in both the Ni-SIa oxidised form and along
the entire path for the HER.35

The model used in the present study has been built on the
basis of the X-ray crystallographic structure of the reduced
[NiFe] hydrogenase from Desulfovibrio vulgaris str. ‘Miyazaki
F’ organism (PDB accession code 1H2R)46 provided by Higuchi
et al.47 In this regard, in order to keep the same structure–
reactivity pattern as in the original enzyme, the distal carbon
atoms were frozen during optimisation and IRC calculations.

Finally, since natural bond orbital (NBO)48 methodology
provides reliable estimations of the electronic population, the
NBO6.0 program49 has been employed for such a purpose on
the atomic centres.

Results and discussion

Conceptual DFT50 (CDFT) offers a range of useful theoretical
tools allowing an analysis of the intrinsic reactivity for the
chemical events occurring at the electronic level, which are
directly associated with the physicochemical properties of both
global and local nature. When the energy of the process is
represented along the intrinsic reaction coordinate (IRC = x),51

three main points can be located: reactants (xR, most negative
value of x), transition state (xTS = 0 amu1/2 bohr, by definition),
and products (xP, most positive value of x). In the case at hand,
the activation energy for the reaction involving the proton
transformation into hydride catalysed by [NiFe] hydrogenases,
E‡ = E(xTS) � E(xR), shows a value of 7.6 kcal mol�1 (see Fig. 1,
left), while the reaction energy, ER = E(xP) � E(xR), is equal
to �13.2 kcal mol�1. Calculations at the same computational
level indicate a value of Gibbs free reaction energy at room
temperature equal to�12.0 kcal mol�1, as proof of the spontaneity
of this process under mild conditions.37

Similarly, the representation of the reaction force F vs. the
IRC (F is defined as the negative first derivative of the energy
with respect to x, eqn (2)) pinpoints the existence of one mini-
mum between [xR, xTS] and one maximum between [xTS, xP],
corresponding to the so-called x1 and x2 values on the reaction
coordinate.

F(x) = �dE/dx (2)

This simple tool has a great significance from a mechanistic
point of view, since the areas between the [xR, x1], [x1, x2], and
[x2, xP] ranges are considered as the regions associated with
reactants (R), transition state (TS), and products (P), respectively.

As indicated in the theoretical framework (see ESI†), the
activation energy of a reaction can be split into two quantities,
W1 and W2 (eqn (3)):

E‡ = W1 + W2 (3)

Scheme 1 Hydrogen evolution reaction (HER) path followed by [NiFe]
hydrogenases.
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As stated by Politzer and co-workers,52 and nestled between the
x1 and xR IRC positions (initial stage of the reaction at the R
area and up to reach the TS zone), W1 = E(x1) � E(xR) can be
related to the amount of energy required for the system to
be reorganised geometrically, i.e. mainly due to structural
reordering as a consequence of, for example, bond elongation/
shortening, angle bending, or rotational events. Such structural
modifications prepare the system to start with the formal
reactive process in this early stage of the reaction, and once
entering the TS area, bond breaking and formation starts to
occur. In this regard, W2 = E(xTS) � E(x1) can be related to the
amount of energy demanded for the system for an electronic
reorganisation in order to reach the TS, i.e. mainly electronic
rearrangement along the aforementioned bond breaking/formation
events.

In contradistinction to ideal-behaviour reaction force profiles,53

for the proton transformation into hydride catalysed by [NiFe]
hydrogenases (see Fig. 1, left) it can be seen that once the system
passes beyond the reactant zone (x1 = �2.97 amu1/2 bohr), the
slope of F increases. The expected behaviour establishes that this
trend should be constant along the TS area and up to the product
region; however in the range x A [�1.80, �0.89] amu1/2 bohr, the
slope of F returns to negative.

Precisely based on the above concepts, this information can
reveal that after the geometrical reorganisation up to x1, a
certain amount of energy is spent on the first electron transfer
from Ni(I) to H+, to form Ni(II) and H�. Subsequently, the system
is required to be structurally reorganised along the range
x A [�1.80, �0.89] amu1/2 bohr, to be prepared for the second
electron transfer to form Ni(III) and hydride (H:�). According to
the reaction force profile, this second transfer is produced
before the TS is reached. Otherwise, a change in the slope of F
should occur between xTS and x2. Similar trends in the reaction
force have been recently described by Toro-Labbé and co-workers
in the study of the carbocationic triple shift rearrangement,54 in
which elementary reactions constituted by the classical R, TS,
and P stationary points display atypical F profiles with the
appearance of more than two critical points. According to their
interpretations, this results in the co-existence of primary (bond
breaking and forming processes) and secondary (weakening
and strengthening processes) events that occur asynchronously
although in a concerted way.

Quantitatively of the 7.6 kcal mol�1 demanded as the
activation barrier, the first geometrical reorganisation requires
53% of this, followed by 26% associated with the first electron
transfer, and 11% and 10% are used for the second geo-metrical
reorganisation and second electron transfer, respectively.

The mechanistic information derived from the energy and
the reaction force profiles is supplemented with the analysis of
the electronic chemical potential, m, and its negative first
derivative with respect to x, the so-called reaction electronic
flux (REF), J. (eqn (4) and (5)). In this regard, the application of
finite differences and Koopmans’ theorem55 by extension of the
Hartree–Fock theory can approximate m as the semi-sum of the
energy for the lowest-unoccupied and highest-occupied frontier
orbitals, LUMO (eL) and HOMO (eH), respectively, corresponding to
the b and a lowest-unoccupied and highest-occupied electrons in
the case of the paramagnetic (spin doublet state) I1 and Ni-C forms
of our [NiFe] hydrogenase model, in each case.

m = (eL + eH)/2 (4)

J (x) = �dm/dx (5)

Fig. 1 (centre) shows that the electronic activity measured by m
remains practically unchanged during the reactant and product
stages. Thus, the main change in electronic activity takes
place in the TS region with an important decrease by almost
11.5 kcal mol�1. On the basis that the larger the electronic
activity the higher the reactivity, we can conclude that a decrease
in former leads to a more stable state of such a system.

While from xR to x1 the proton attached on S simply
experiences a rotation in order to be physically close to the Ni
(see Fig. 2), from x1 to reach the TS, the proton undergoes
reduction by two electron transfers provided by Ni. This process,
which involves the formation of an angularly stressed three-
membered Ni–*H–S ring in the TS, is characterised by spontaneous
rearrangements of the electron density, indicated by positive
values of REF. The REF profile also exhibits some fluctuations
coinciding with the changes previously observed in the reaction
force profile, despite both properties having a different nature.
This supports our hypothesis for the two electron transfers,
which do not occur simultaneously but rather in two distinct
and non-synchronous stages. Ultimately, the REF displays a
small activity slightly displaced from the zero-flux regime at

Fig. 1 Left, energy (in kcal mol�1, black) and reaction force (in kcal mol�1 amu�1/2 bohr�1, blue) profiles; centre, electronic chemical potential (in kcal mol�1,
black) and reaction electronic flux (in kcal mol�1 amu�1/2 bohr�1, blue) profiles; and right, local electrophilicity index profiles (in kcal mol�1) for Ni (green)
and Fe (orange) atoms vs. the IRC (in amu1/2 bohr). Note: Dx = 0.26 amu1/2 bohr has been selected for clarity in the chart representations.
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the beginning of the product area, which may be due to the
incipient hydride–Fe bond formation.

While the analysis of the global properties provides a more
general but enlightening insight into the chemical events
taking place along the IRC, it is in the estimation of the local
properties where a fully conclusive evaluation can be made.
Here, the electrophilicity index (see Theoretical framework at
ESI†) is profiled as an approach to analysis in the attempt to
explain ‘what happens’ with the added H along the I1 to Ni–C
states on [NiFe] hydrogenases.

As indicated in Fig. 1 (right), the electrophilicity index of Ni
(oNi) increases from 21.0 kcal mol�1 at I1 (xR) to 22.7 kcal mol�1

at x1, which is consistent with the idea that one electrophile
(positively charged Ni) increases its electrophilic behaviour
as another electrophile (H+) comes closer. Previously, it was
demonstrated that x1 represents the moment from which the
proton starts its transformation into hydride, turning the Ni
into a more electrophilic centre, Ni(III), and converting H+ into
hydride prior to passing from the H�, a highly nucleophilic
species. The consequence of this process is the stabilisation of
the system by the occurrence of a Lewis acid–base neutralisation,
or from a kinetic perspective, by the occurrence of an electro-
phile–nucleophile neutralisation, leading to a decrease of oNi

to 11.4 kcal mol�1.
As additional and fully conclusive evidence about the

double-electron cession from Ni to H, NBO contributions for
the Ni–*H and Fe–*H bonds in the Ni-C state reveal the
existence of strongly binding interactions such as covalent forces.
Specifically, the converted hydride establishes strong Hlp -

s*(NiS) and Hlp - s*(FeC) interactions with E(2) values of
68.8 and 66.1 kcal mol�1, that is, the hydride moiety has a
similar behaviour as the H atoms connecting diborane via
dihydrogen bonds. Finally and more importantly, very high
occupancies of 0.53 e (Hlp) with respective cessions of 0.29
and 0.23 e for the s*(NiS) and s*(FeC) orbitals can be seen
(see Fig. 3).

However, what we can expect for the electrophilicity index of
other ‘protagonist’ centres like Fe? The evolution of oFe along
the IRC illustrates the minor role of this atom as an electro-
philic centre. A small value of around 2.4 kcal mol�1 at I1 (xR)
can be seen, which is in accordance with the negative NBO

atomic charge of Fe (see Fig. 4) due to the strong CN� donor
ligands attached to it. How can the change in q(Fe) to more
negative values along the IRC path be interpreted? To answer
this, it should be taken into account that the Fe centre acts as

Fig. 2 Stationary points for the energy (reactants, TS, and products at xR, xTS, and xP IRC positions, respectively) and for the reaction force (at x1 and x2

IRC positions, in each case). Dark pink colour is used to represent the H atom suspected to be transformed from a proton into a hydride (*H) during the
reaction path. Selected *H–X (X = S, Ni, Fe) distances are shown in Å.

Fig. 3 Main NBO contributions to the Ni–*H and Fe–*H bonds for the
Ni-C state.

Fig. 4 NBO atomic charge evolution (in a.u.) for the reactive S (olive),
Ni (green), Fe (orange), and reactive H (lilac) atoms along the IRC (in amu1/2

bohr). Note: for clarity, chart representations only contain a few
representative IRC points; however, the q analysis has been done using
the full data.
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an acceptor moiety that also retains the H atom once converted
into hydride. This is especially evident just before x2, i.e. once
the converted hydride starts to interact with Fe.

Monitoring the NBO atomic charge, q, along the IRC also
indicates that the main changes are located in the TS area
(see Fig. 4). On the one hand, q(Ni) increases to more positive
values as a result of loss/transfer of electrons. The opposite is
exhibited by q(S), in which the loss of the proton leads to a
more negative atomic charge. The NBO charge associated with
the H moiety shows a similar behaviour to oNi. Whilst at the
beginning of the reaction q(H) has a value close to 0.10 a.u., at
the end of the reaction, i.e. once hydride is formed, the charge
is negative (�0.08 a.u.), corroborating the hydride character of
this species.

Conclusions

In summary, the I1 to Ni-C step for the HER mechanism in
[NiFe] hydrogenases is characterised by the transformation of
H+ into a bridging hydride between the Ni and Fe centres. Two
electrons are needed for such a transformation, provided by
oxidation of Ni(I) to Ni(III). The transfer of these two electrons
does not occur simultaneously but occurs in two non-synchronous
stages, as hypothesised by the reaction force along the IRC,
among other properties. Our conceptual DFT results suggest
that such a transformation is motivated by spontaneous rear-
rangements of the electron density. Also, stabilisation from the
decrease of electronic activity and electrophilicity index from Ni
results in the occurrence of a Lewis acid–base neutralisation, or
from a kinetic perspective, in the occurrence of an electrophile–
nucleophile neutralisation. Finally, the transformation of the
proton into hydride exhibits a spontaneous value of the reaction
Gibbs free energy at room temperature. Finally, the information
provided here may also be of help for the design of bio-inspired
catalysts for hydrogen production.
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