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Modeling the mechanism of glycosylation reactions
between ethanol, 1,2-ethanediol and
methoxymethanol†

Luis Miguel Azofra,*a Ibon Alkorta,a Alejandro Toro-Labbéb and José Elgueroa

The mechanism of the SN2 model glycosylation reaction between ethanol, 1,2-ethanediol and

methoxymethanol has been studied theoretically at the B3LYP/6-311+G(d,p) computational level. Three

different types of reactions have been explored: (i) the exchange of hydroxyl groups between these

model systems; (ii) the basic catalysis reactions by combination of the substrates as glycosyl donors

(neutral species) and acceptors (enolate species); and (iii) the effect on the reaction profile of an explicit

H2O molecule in the reactions considered in (ii). The reaction force, the electronic chemical potential

and the reaction electronic flux have been characterized for the reaction path in each case. Energy

calculations show that methoxymethanol is the worst glycosyl donor model among the ones studied

here, while 1,2-ethanediol is the best, having the lowest activation barrier of 74.7 kJ mol�1 for the

reaction between this one and the ethanolate as the glycosyl acceptor model. In general, the presence

of direct interactions between the atoms involved in the penta-coordinated TS increases the activation

energies of the processes.

Introduction

The glycosylation reaction can be defined as the chemical
condensation process in which one reactant with a suitable
leaving group and an electrophilic carbon atom, the glycosyl
donor, reacts with the other reactant with an unprotected
nucleophilic group, the glycosyl acceptor, that attacks the
electrophilic centre, to form the C–X glycosidic bond.1–3 Despite
the fundamental role of this reaction, the details of the glycosylation
process remain relatively poorly understood.4,5 On the one hand, the
SN1 mechanism was proposed by Rhind-Tutt and Vernon6 and
subsequently refined by Lucas and Schuerch7 and by Lemieux and
co-workers8 based on the general solvolysis reaction.9 At pre-
sent, the suggested mechanism consists of the introduction
of the oxocarbenium reaction intermediate along a reaction
process involving this species by the following sequential steps:
(i) irreversible ionization of the glycosyl donor; (ii) nucleophilic

attack by the glycosyl acceptor; and (iii) proton transfer.10

On the other hand, the SN2 mechanism is proposed when a
R–O� glycosyl acceptor attacks the electrophilic carbon atom of
the glycosyl donor in a one-step chemical reaction characterized by
the presence of a penta-coordinated transition state.11 Whitfield
concluded in a recent paper that there is experimental evidence
for the glycosylation reaction occurring through a bimolecular
mechanism (SN2).2 An important aspect that supports this
thesis precisely is that the oxocarbenium species has not
been found experimentally. However, the importance of the
oxocarbenium species is that it could play the role of the
intermediate or the transition state in a concerted reaction
with more or less synchronicity.12–15

In the present article, simple model systems derived from cyclic
carbohydrates (ethanol, 1,2-ethanediol and methoxymethanol) have
been chosen with the objective to simulate the environment of the
different carbon atoms in a monosaccharide compound in the
ether formation which is similar to the glycosylation one. Initially,
the hydroxylic interchange between the model systems outlined in
Scheme 1 considering a SN2 reaction mechanism has been studied.
In addition and following the same mechanism type, the formal
glycosylation reaction has been examined by combination of the
substrates as glycosyl donor models (neutral species) and acceptor
ones (enolate species). Finally, the effect of an explicit H2O
molecule on the latter has been studied.
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Theoretical framework

A chemical reaction can be understood in terms of geometrical
changes of the molecular structures and reordering of the electron
density involved in the process. Although geometrical and electro-
nic activities are present along all the reactions, the use of the
reaction force analysis16–23 allows us to partition the reaction
coordinate of an elementary step into three regions (reactants,
the transition state and products) where structural or electronic
activity may prevail over the other. In this context, it has been
shown in many different types of reactions that in the reactant and
product regions the geometrical activity dominates, while in the TS
region the electronic activity, bond strengthening–formation and/
or bond weakening–breaking processes prevail over the structural
rearrangements. To characterize the electronic activity taking place
during a chemical reaction, the electronic chemical potential24–26

and reaction electronic flux (REF)27–29 are going to be used within
the framework of the reaction force analysis. The electronic
chemical potential characterizes the reactivity of molecular
systems by measuring the escaping tendency of electrons from
an equilibrium distribution.24–26 Its negative first derivative with
respect to the reaction coordinate, the reaction electronic flux,
identifies the electronic activity during a chemical process.27–29

1. Energy and reaction force

A transition state (TS) is defined as a chemical entity along the
intrinsic reaction coordinate (IRC = x)30,31 which is a stationary
point and presents one imaginary frequency. It connects reactants
and products through the path of minimum potential energy.
Once the energy profile along the reaction path is defined, it is
possible to evaluate the reaction force, F(x), which is the negative
first derivative of the total energy, E, with respect to the reaction
coordinate (eqn (1)).

F ¼ �dE
dx

(1)

According to the Transition State Theory (TST),32 the energy
profile of an elementary step presents three critical points: two
minima, one for the reactants (xR) and another for the products
(xP), and one maximum for the TS (xTS). In addition, F(x) exhibits
two very important critical points: a minimum at x1 and a
maximum at x2. Thus, we can define three regions: the first
one, between xR and x1, where the reactants get prepared for the

reaction mainly through structural reordering. The second one,
limited by x1 and x2, where the TS is located exhibits a high
electronic activity, and most formation and breaking of the
bonds takes place here, so this region is mainly associated with
electronic reordering. Finally, in the third region, between x2 and xP,
structural relaxation to obtain the products of the reaction prevails
over electronic effects (see Fig. 1).16–23 Note that x1 o xTS o x2.

Thus, the reaction force analysis provides an energy partition
of the activation barrier in terms of the so called reaction works:

E!ac ¼W1 þW2 !W1 ¼ �
Z x1

xR

FðxÞdx4 0 and

W2 ¼ �
Z xTS

x1

FðxÞdx4 0

(2)

E ac ¼ W3 þW4j j !W3 ¼ �
Z x2

xTS

FðxÞdxo 0 and

W4 ¼ �
Z xP

x2

FðxÞdxo 0

(3)

W1 represents the amount of energy required to reorganize the
system geometrically within the reactant region. Since W2 is
defined within the TS region, it might be mostly associated with

Scheme 1 On the left are simple model systems derived from cyclic carbohydrates: ethanol (purple); 1,2-ethanediol (blue); and methoxymethanol (red). On the right
is the SN2 glycosylation mechanism scheme between the model systems (neutral/enolate species).

Fig. 1 The generic energy profile and its reaction force, F(x), vs. the reaction
coordinate, x, are represented with black squares and blue circles. The locations of
the stationary points of the energy and F(x) are indicated. Two vertical lines separate
the reactants region (left), the TS region (centre) and the products region (right).
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the electronic activity necessary to reach the transition state. In
this context the activation energy is interpreted in terms of
contributions W1, mostly associated with structural rearrange-
ments, and W2, typically mostly related to the electronic activity.
|W3| and |W4| are used, by analogy with W1 and W2, to characterize
the reverse barrier.

2. Chemical properties based on conceptual DFT

Conceptual DFT (CDFT)33–35 offers a range of theoretical tools that
allow us to study and understand changes at the electronic level
directly associated with physicochemical properties of the entities
that are involved in the reaction. Thus, the electronic chemical
potential, m, for a system of N electrons is defined as the first
derivative of the total energy with respect to N when the external
potential, v(-r), remains constant (eqn (4)). Note that the link
between DFT and classical chemistry is obtained through the
electronegativity, w,24 as the negative of m. Considering that the
number of electrons, N, is a discontinuous variable, the electronic
chemical potential can be approximated through the application
of finite differences and, by extension of the Hartree–Fock analy-
sis, the Koopmans’ theorem36 as the sum of the first ionization
potential, I, and the electron affinity, A, multiplied by �1/2 or by
the sum of the values of the highest occupied and lowest unoccu-
pied molecular orbitals, eH and eL respectively, divided by 2:

m ¼ �w ¼ @E

@N

� �
vð~rÞ
� � I þ A

2

� �
� eL þ eH

2
(4)

Also, once the electronic chemical potential profile is
defined, it is possible to evaluate the reaction electronic flux
(REF), J(x), which is the negative first derivative with respect to
the reaction coordinate (eqn (5)):

J ¼ �dm
dx

(5)

The interpretation of the REF results from the analogy with
classical thermodynamics. Positive values of J(x) should be
associated to spontaneous rearrangements of the electron
density, this is driven by bond strengthening or forming
processes; negative values of J(x) indicate non-spontaneous
rearrangements of the electron density that are mainly driven
by bond weakening or breaking processes.37

Finally, all the properties described previously are of global
nature, i.e., refer to molecular properties. However, the
chemical reactivity resides in the atomic centers, and therefore
it is necessary to define local indices. One of the most useful
indices for the present study is the local index of electrophilicity
(eqn (8)) that can be characterized thanks to the Fukui func-
tion.38 The electrophilicity index is obtained as the product of
the global electrophilicity (eqn (6)), reported by Parr et al.39 by
analogy with the power in classical electricity, and the nucleo-
philic Fukui function condensed to atom (eqn (7)):40

o � m2

2Z
� ðI þ AÞ2

8ðI � AÞ �
ðeL þ eHÞ2

8ðeL � eHÞ
(6)

fk
+ = pk(N + 1) � pk(N) (7)

ok = fk
+o (8)

where the subscript k refers to a particular atom k, pk(N) is the
electronic population on atom k in the neutral molecule
whereas pk(N + 1) is the electronic population on atom k in
the radical anion molecule. Z is the chemical hardness,41,42

which is the inverse of the softness, S, and can be defined as:

Z ¼ S�1 ¼ @2E

@N2

� �
vð~rÞ
� �ðI � AÞ � eL � eH (9)

Computational methods

All the geometries have been fully optimized with the hybrid
Becke,43 three-parameter, Lee–Yang–Parr44 density functional
(B3LYP) and Pople’s basis set 6-311+G(d,p).45 The Synchronous
Transit-Guided Quasi-Newton (STQN) Methods (QST2 and
QST3)46 have been used to locate the TS. Frequency calculations
have been carried out in order to verify that the obtained
structures correspond to energetic minima or true TS. The
intrinsic reaction coordinate (IRC) procedure, in which the
reaction coordinate, x, is expressed in mass-weighted internal
coordinates,47 was used in the description of the intermediate
structures that connect the stationary points. All calculations
were performed with the GAUSSIAN09 package.48 The Natural
Bond Orbital (NBO) methodology49 has been employed to
calculate the electronic population on the atomic centers with
the NBO 3.1 program.50

Results and discussion

This section has been divided into three parts: the first one will
discuss the main results obtained for the hydroxylic inter-
change of ethanol, 1,2-ethanediol and methoxymethanol. In
the second one, the problem will be extended to the model
glycosylation reaction of the ethanol, 1,2-ethanediol and methoxy-
methanol with all the combinations of the conjugate basis of
these three molecules, with the exception of the ethanol plus
ethanolate reaction. In every one of these sections, the energy,
reaction force, electronic chemical potential and REF, as well as
their most significant results, will be discussed. Finally, in the
third section and in line with the second one, the effect on the
reaction profile of the presence of a H2O molecule will be
discussed.

1. Hydroxylic interchange in the substrates

1.1. Energy and reaction force. The stationary points for
the energy profiles (minima and TS) for the hydroxylic inter-
change mechanisms of (a) ethanol; (b) 1,2-ethanediol; and (c)
methoxymethanol are gathered in Fig. 2. Several TS structures
have been located for each reaction, which differ in the dis-
position of the OH� groups in the TS. The conformations of the
OH� groups have been named ‘in’ or ‘out’ depending on
whether hydrogen atoms point toward the bulky groups (left
in Fig. 2) or not (right in Fig. 2). Two TS have been located for
the CH3CH2OH + OH� reaction (‘in–out’ and ‘out–out’), two for
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the CH2OHCH2OH + OH� reaction (‘in–out’ and ‘out–out’), and
three for the CH3OCH2OH + OH� reaction (‘in–in’, ‘in–out’ and
‘out–out’). The most stable TS in each case (‘out–out’, ‘out–out’
and ‘in–in’, respectively) has been discussed in this section,
while the geometries of all of them have been gathered in the
ESI† (Table S1). The energy, reaction force, electronic chemical
potential and REF profiles have been represented in Fig. 3. In
(a) and (c) cases, we found common profiles, while in the (b)
case, the reactant zone exhibits the existence of residual
processes that occur in some cases and present them as an
asynchronous concerted mechanisms as previously described
by Labet and co-workers.51 That is, whereas reactions (a) and (c)
present the typical profiles of elementary reactions, for reaction
(b) the profiles would be compatible with several and successive
elementary steps. The reactant structure shown in Fig. 2(b),
which corresponds to the reaction coordinate of �8.74 amu1/2

bohr, comes from a previous migration of the OH� anion to

form a hydrogen bond with the hydroxyl groups of the 1,2-ethanediol
(reaction coordinate between �9 and �20 amu1/2 bohr). Previously,
a proton transfer occurs between one of the hydroxyl groups and the
OH� anion (reaction coordinate between �20 and �30 amu1/2

bohr). Following this reaction from the reverse path, it is quite
similar to a SN2 reaction described in a recent paper by Giri and
co-workers, in which in the product zone, a migration appears
in order to favor one hydrogen bond formation which stabilizes
the system.52 Also, similar profiles are observed in the 1,2-ethanediol
‘in–out’ and methoxymethanol ‘in–out’ and ‘out–out’ mechanisms.

The lowest activation energy is observed in the hydroxyl
exchange reaction of ethanol, (a), with 102.9 kJ mol�1 in
both directions. In (b), the computed value of the activation
is 76.0 kJ mol�1 for the direct process from the value of xR =
�8.74 amu1/2 bohr and determined with the curvature approxi-
mation (change from convexity to concavity) between the residual
and the main steps. However, if we additionally include the

Fig. 2 Stationary points (minima and TS) for the selected hydroxylic interchange reactions for (a) ethanol; (b) 1,2-ethanediol; and (c) methoxymethanol, calculated at
the B3LYP/6-311+G(d,p) computational level. For (b), an intermediate structure similar to those obtained in (a) and (c) at xR has been considered. The C� � �O distances in
the penta-coordinated TS are shown in Å.
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previous migration of the OH� (rotation and proton transfer),
the activation energy goes up to 194.1 kJ mol�1 which corre-
sponds to (b0) in Table 1. It is important to highlight that in the
product structure of (b), see Fig. 2, the hydroxyl group produces
the extraction of the acidic proton and the activation energy for
the inverse process (the reverse reaction is not symmetric) is
149.1 kJ mol�1. In (c), the barrier is 127.3 kJ mol�1 for both
directions. The partition of the activation energy in structural
and electronic terms shows that for reactions (b) and (c) these
terms are around 2/3 and 1/3, respectively, while in (a) they are
about 1/2 for each one. These percentages give us an idea about
the fundamental differences of the mechanistic nature, expli-
citly, the presence of electronegative oxygen atoms (in the form

of hydroxyl or ester functional groups) in (b) and (c), and their
absence in (a). Furthermore, the quantitative similarity of W2

between (a) and (c) mechanisms is consistent with the electronic
activity deployed in these reactions. In fact, the total energy
associated with the electronic activity (W2 + |W3|) is very similar
in (a) and (c) being practically 90 kJ mol�1 in each case, and
76.7 kJ mol�1 for (b).

At x1, the reaction force for (a) and (c) is �36.6 kJ mol�1

amu�1/2 bohr�1 for both, and at x2 it is the same but with
positive sign in each case. Fixing our attention on mechanism
(b), the reaction force analysis provides important information
in terms of the roles the hydrogen bonds play in this system.
F(x1) in (b) is �26.6 kJ mol�1 amu�1/2 bohr�1 and F(x2) is

Fig. 3 Energy (black squares) in kJ mol�1 and reaction force (blue circles) in kJ mol�1 amu�1/2 bohr�1 profiles vs. the reaction coordinate in amu1/2 bohr (left).
Electronic chemical potential (black squares) in kJ mol�1 and REF (blue circles) in MJ mol�1 amu�1/2 bohr�1 profiles vs. the reaction coordinate in amu1/2 bohr (right) in
the hydroxylic interchange reactions, calculated at the B3LYP/6-311+G(d,p) computational level.
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43.3 kJ mol�1 amu�1/2 bohr�1. The s-cis conformation in the
reactant zone of the 1,2-ethanediol lacks adequate structural
parameters for the existence of a hydrogen bond, as previously
described in the literature for pseudo-five-membered rings 1–2
type interactions.53,54 However as the reaction evolves, a change
in the DOCCO dihedral angle is produced, transforming the
system into a s-trans conformation. In addition, a strong
hydrogen bond interaction between the OH� anion and one
of the hydroxyl groups appears which increases the energy
needed for the dissociation of the hydroxyl group. This is
reflected by the large absolute value of F(x2) compared to
F(x1). The breaking C� � �O distance in the TS for this reaction
(1.917 Å) is the smallest calculated in this series. Thus, the
presence of the strong hydrogen bond between the substrate
and the OH� group increases the barrier of the hydroxyl
exchange as well as the dissociation of this group.

1.2. Electronic chemical potential and REF. The analysis of
the electronic chemical potential and the REF (Fig. 3) clearly
shows the development of the reactive process. So, in (a) and
(c), the systems start and finish in the zero-flux regimen as an
indicator of no electronic activity, while in the TS zone, a
maximum and a minimum is present for the REF directly
associated with the formation of the fifth bond (C� � �O) in the
penta-coordinate TS, and the subsequent breakage of the
opposite bond. For instance, around �60 MJ mol�1 amu�1/2

bohr�1 are the maximum and minimum values of the REF in
(a), and in (c), an increment is registered up to �90 MJ mol�1

amu�1/2 bohr�1. In the case of (b), it can be noted that in the
reactant and product zones, different events occur to those that
were observed in (a) and (c) reactions. Note that in (b), the
proton transfers are clearly marked with two peaks rapidly
escaping to the zero-flux regimen in both extremes of the
profile. First of all, REF starts and finishes in the zero-flux
regimen. In a short space of the intrinsic reaction coordinate, a
peak in the REF through positive values is observed around
�28 amu1/2 bohr (reactant zone) as a result of the first proton
transfer. Concretely, the shared proton between the oxygen
atom of the hydroxyl group and the OH� moieties evolves into
a strengthening of the O–H bond in the substrate. Later, in the
product zone, a second proton transfer happens around
6 amu1/2 bohr with a peak in the REF through negative values,
associated in this case with a weakening of the O–H bond
in the substrate due to the sharing of the proton between the
hydroxyl group and the OH� moieties. These two changes
are also observed in the electronic chemical potential profile.

Both electronic properties present a common behavior with
reactions (a) and (c) only in the TS zone.

2. Model glycosylation reaction of the substrates: basic
catalysis

2.1. Energetics and electronic properties. Fig. 4 shows
selected model glycosylation reactions, concretely, those with
smallest and highest activation energies which belong to 1,2-
ethanediol as the glycosyl donor model and ethanolate and
methoxymethanolate as glycosyl acceptors, respectively. In Fig.
S1 of the ESI† are gathered the three energy stationary points
(minima and TS) for all the different glycosidic reactions
indicated in Scheme 1. Likewise, in Fig. 5 are gathered the
energy, reaction force, electronic chemical potential and REF
profiles, and in Table 2 the quantitative reaction coordinates
and energetic properties of every process. Note that all the
structures have been considered without differentiation
between main and residual processes, i.e., that the structure
with the lowest value of x refers to the reactant, x = 0.00 amu1/2

bohr refers to the TS, and the one with largest value of x refers
to the product.

As can be compared, the energy and reaction force profiles
of these mechanisms have simpler behaviors than what was
obtained for the hydroxylic interchange, in the sense that, the
substrates and the attacking/leaving anions do not exhibit large
relative rotations and migrations which would produce more
complicated curves.

Analyzing the reactions, one by one on the basis of the
glycosyl donor model, it can be seen that for (a) and (b), where
ethanol is the glycosyl donor substrate, the results are similar
in the intrinsic reaction critical points with the exception of xP

in (b) due to the migration of the OH� forming two hydrogen
bonds between the CH2 groups of the alcohol and the hemiacetal
moieties. The activation energies are 128.5 and 134.1 kJ mol�1

and the reaction energies 54.1 and 36.7 kJ mol�1, respectively. In
both cases, the values are larger than in the case of the hydroxylic
interchange of the ethanol, which shows an activation barrier of
102.9 kJ mol�1. About the electronic chemical potential and the
REF profiles, two observations can be mentioned: first, the main
changes are located in the TS zone, therefore, reactants and
products present zero-flux tendencies, and second, the electronic
chemical potential is higher in the product than in the reactant
areas. In the TS zone, the REF values reach a maximum
and a minimum, which indicates the formation of the fifth
bond in the penta-coordinated TS and glycoside compound.

Table 1 Critical points of the intrinsic reaction coordinates of the energy (xR and xP)a and of the reaction force (x1 and x2) in amu1/2 bohr. Activation and reaction
energies and geometrical and electronic partitions in kJ mol�1. In parentheses, the percentages with respect to the activation energy

Mech. xR x1 x2 xP E-
ac E’

ac ER W1 W2 |W3| |W4|

(a) �6.32 �1.93 1.93 6.32 102.9 102.9 0.0 58.9 (57) 44.0 (43) 44.0 (43) 58.9 (57)
(b) �8.74 �1.63 2.04 9.66 73.1 149.1 �76.0 45.7 (63) 27.3 (37) 49.4 (33) 98.7 (67)
(b0)b �32.44 — — — 194.1 — �45.0 — — — —
(c) �12.16 �1.96 1.96 12.16 127.3 127.3 0.0 82.5 (65) 44.9 (35) 44.9 (35) 82.5 (65)

a By definition xTS = 0.00 amu1/2 bohr. b Actual reaction coordinate values if we consider the complete IRC.
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Subsequently, one bond breaks to restore an sp3 carbon atom in
the final ether derivative. Dm(xP–xR) values are 24.5 kJ mol�1 for
(a) and 18.1 kJ mol�1 for (b), i.e., the electronic escaping
tendency is higher in products than in reactants. This fact can
be explained as a consequence of the OH� anion not forming
any strong hydrogen bond.

When the glycosyl donor model is 1,2-ethanediol, cases (c),
(d) and (e), interesting results can be extracted. Small values of
activation energies can be seen, 74.7 kJ mol�1 for (c) where the
ethanolate acts as the glycosyl acceptor model, and 91.1 kJ mol�1

for (d) where the attacking anion is 2-hydroxyethanolate. In
contrast, the activation energy in (e), where the glycosyl acceptor
model is the anion of the hemiacetal, is 149.5 kJ mol�1 due to
the existence of one additional hydrogen bond between the
hemiacetal oxygen atom of the attacking molecule and the
hydrogen atom of the leaving group which makes difficult
the evolution of the reaction. This reaction shows a structural
reorganization of the reactant similar to what has been previously
described for the hydroxylic interchange of 1,2-ethanediol. Thus,
interactions between the reactive anions with parts of the substrate
that are not the reaction site produce an increment of the activation
barriers.

The electronic chemical potential and the REF profiles
indicate that the main electronic changes are located in the
TS zone. The presence of a peak in the product region is
associated with a proton transfer between the non-reactive
hydroxyl group of 1,2-ethanediol and the leaving OH�. The
Dm(xP–xR) in these reactions presents negative values because,
following our interpretation, the hydroxyl anion has formed a
strong hydrogen bond with an acidic hydrogen atom that
stabilizes it and decreases its electronic activity expressed as a
reduced electronic escaping tendency. Cases (c) and (d) are the

only ones for the glycosylation reactions that have got sponta-
neous values of reaction energies,�67.1 and�33.8 kJ mol�1 for
each mechanism.

Finally, cases (f)–(h), correspond to the reactions where
the methoxymethanol acts as the glycosyl donor model and
ethanolate, 2-hydroxyethanolate and methoxymethanolate as
glycosyl acceptor models, respectively. In all these mechanisms,
no migration or other secondary structural changes have
been observed in the minima. With respect to the activation
energies, they are in general the highest found in this study
with values of 134.0, 146.9 and 148.8 kJ mol�1 for (f)–(h),
respectively. Thus, the methoxymethanol is the worst glycosyl
donor model among the ones studied here while 1,2-ethanediol
is the best. The reaction energies are positive for the (f)–(h)
reactions. The electronic chemical potential and the REF profiles
are similar with respect to the precedent results. An important
peculiarity is that Dm(xP–xR) is negative for (f) and (h), in contrast
to what is observed in the rest of the reactions studied here,
while it is positive for (g).

The analysis of the C� � �O distances in the TS (Fig. 4 and
Fig. S1, ESI†) shows a direct relationship between the C� � �O
distance in the leaving group and the activation energy, when
the same glycosyl donor models are compared. Emphasizing on
the C� � �O distances outlined in Fig. 4 and Fig. S1 (ESI†), a trend
is observed when the activation energies of processes with the
same glycosyl donor model are compared. Concretely, this is
higher when the C� � �O distance of the leaving group is larger.
About the O–C hemiacetal-electrophilic covalent bond in cases
(f)–(h), i.e., when the methoxymethanol acts as the glycosyl
donor model, a diminution of the distance in the TS with
respect to the minima is registered. This fact indicates the
potential role the oxocarbenium species could play as an

Fig. 4 Stationary points (minima and TS) for selected model glycosylation reactions calculated at the B3LYP/6-311+G(d,p) computational level. The C� � �O distances in
the penta-coordinated TS are shown in Å.
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intermediate or a transition state in this particular case of the SN2
glycosylation reaction model.12–15 The O–C hemiacetal-electrophilic

covalent distance in (f)–(h) reactions has an average value of 1.405,
1.345 and 1.403 Å for reactants, the TS and products, respectively.

Fig. 5 Energy (black squares) in kJ mol�1 and reaction force (blue circles) in kJ mol�1 amu�1/2 bohr�1 profiles vs. the reaction coordinate in amu�1/2 bohr (left).
Electronic chemical potential (black squares) in kJ mol�1 and REF (blue circles) in MJ mol�1 amu�1/2 bohr�1 profiles vs. the reaction coordinate in amu1/2 bohr (right)
of all the glycosylation reaction models, calculated at the B3LYP/6-311+G(d,p) computational level.

Table 2 Intrinsic reaction critical points of the energy (xR and xP)a and of the reaction force (x1 and x2) in amu1/2 bohr. Activation and reaction energies and
geometrical and electronic partitions in kJ mol�1. In parentheses, the percentages with respect the activation energy

Mech. xR x1 x2 xP Eac ER W1
b W2

b |W3|b |W4|b

(a) �9.30 �2.20 1.43 6.49 128.5 54.1 70.1 (55) 58.4 (45) 22.3 (30) 52.2 (70)
(b) �8.49 �1.69 1.47 27.34 134.1 36.7 97.3 (73) 36.8 (27) 23.9 (25) 73.5 (75)
(c) �7.21 �1.73 2.07 13.15 74.7 �67.1 42.7 (57) 32.0 (43) 48.7 (34) 93.0 (66)
(d) �8.34 �1.93 1.93 18.36 91.1 �33.8 50.6 (56) 40.5 (44) 40.7 (33) 84.2 (67)
(e) �37.05 �2.13 1.80 21.49 149.5 33.8 100.8 (67) 48.7 (33) 34.9 (30) 80.8 (70)
(f) �20.12 �2.15 1.79 16.31 134.0 20.2 82.1 (61) 52.0 (39) 34.8 (31) 79.0 (69)
(g) �19.10 �2.30 1.61 16.07 146.9 50.3 87.7 (60) 59.2 (40) 26.4 (27) 70.1 (73)
(h) �18.55 �2.47 1.69 15.76 148.8 61.2 85.2 (57) 63.5 (43) 26.2 (30) 61.4 (70)

a By definition xTS = 0.00 amu1/2 bohr. b Values without differentiation between main and residual processes.
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In any case, the complete separation never occurs (the SN1
mechanism), as is indicated in our energy profiles that are
characteristic of bimolecular processes. The geometries of all
these TSs have been gathered in the ESI† (Table S2).

The geometric (W1 and |W4|) and electronic (W2 and |W3|)
contributions to the activation energies gathered in Table 2 can
be grouped better on the basis of the glycosyl acceptor model
than on the glycosyl donor one. Thus, in the mechanisms that
use as attacking molecule the ethanolate (c and f) and 2-hydroxy-
ethanolate (a, d and g) W1–W2 are around 60 : 40% and |W3|–|W4|
around 30 : 70%; and in the case of methoxymethanolate
(b, e and h) around 70 : 30% and 30 : 70%, with the exception
of W1–W2 for (h), which is exactly 57 : 43%. In all the situations,
the electronic contribution to the reaction barrier is always less
than the geometrical one. The electronic contribution for the
mechanism occurring with the same glycosyl donor model is
always depleted when secondary processes are present.

2.2. Local index of electrophilicity in the carbon atom of
the glycosyl donor model. The electrophilicity index profiles
(see ESI,† Fig. S2) indicate that the processes start with the
highest values of this property (between 4 and 10 kJ mol�1),
with the exception of the case (e) due to the structural situation
commented above. Along the reaction path, it decreases to zero
maintaining this tendency not only in the TS zone, but also in
the product area. This fundamental observation gives us an
idea about the kinetic nature of the mechanisms, that is,
although the inverse process could have low values of activation
barrier, and the process could thermodynamically occur, it is
kinetically unfavorable.

3. The presence of a H2O molecule in the model glycosylation
reactions between the substrates

The insertion of a H2O molecule in the reaction mechanism as
a potential receptor of the leaving hydroxyl group provides
interesting information about the role that other molecular
moieties similar to water could play. The effect produced by the
bare H2O molecule is dual: in some cases we found an increase
of the activation energies while in other cases, there is a large or
small decrease. For instance, in reaction (a), the activation
barrier decreases by 34.0 kJ mol�1 since the leaving hydroxyl
anion in the TS and the product is stabilized by the formation
of the OH(H2O)� aggregate. Additionally, the reaction energy
decreases too. In contrast, in reaction (b) there is an important
increment of the activation energy, because the attacking group
in the reactants migrates to interact with the hydroxyl group of
the substrate, showing an increment of 15.6 kJ mol�1. Severe
consequences occur for (c)–(e), when the 1,2-ethanediol acts as
glycosyl donor model, in which the events are altered with
respect to the corresponding mechanisms without the single
H2O molecule. Thus, in mechanisms (c) and (d) without H2O
there is no migration of the reactant substrate, but it occurs in
its presence, while the opposite happens in (e). For this reason
the variation of the Eac between the processes without and with
a H2O molecule is �113.1, �86.7 and 73.7 kJ mol�1 for (c)–(e),
respectively (Table 3). The reaction energies follow the same
pattern with variations of �97.2, �75.1 and 80.3 kJ mol�1.

Finally, in the mechanisms where the glycosyl donor model is
the hemiacetal compound, similar activation energies have
been observed. In this case, the H2O molecule is associated
in the reactive process initially with the attacking anionic
oxygen atom in the reactants evolving towards the interaction
with the leaving hydroxyl group in the products. The geometries
of all these TS have been gathered in the ESI† (Table S3). Also,
energy, reaction force, electronic chemical potential and REF
profiles vs. the reaction coordinate associated with this section
are gathered in the ESI† (Fig. S3).

Conclusions

The reaction mechanism of models of SN2 glycosylation formation
from simple systems derived from cyclic carbohydrates (ethanol,
1,2-ethanediol and methoxymethanol) has been studied. The
hydroxylic interchange for the 1,2-ethanediol shows a high
activation barrier of 194.1 kJ mol�1 due to the secondary
processes involved in the reactant zone (OH� and proton
transfer), while in the hydroxylic interchange of ethanol, the
activation is only 102.9 kJ mol�1, the lowest for this reaction
type studied here. The reaction force analysis offered crucial
information to rationalize the activation processes. In all
cases studied here, the structural rearrangements are more
important than the electronic ones (W1 > W2).

Energy calculations show that the methoxymethanol is the
worst glycosyl donor model among the ones studied here, while
1,2-ethanediol is the best, having the lowest activation barrier
of 74.7 kJ mol�1 for the reaction between this one and the
ethanolate as the glycosyl acceptor model. The effect produced
by the bare H2O molecule is dual: in some cases we found an
increase of the activation energies while in other cases, there is
a large or small decrease. In general, the presence of direct
interactions between the atoms involved in the penta-coordinated
TS increases the activation energies of the processes.

Finally, the changes in REF are located mainly in the TS
region, with the exception of the presence of some peaks
directly associated with pseudo proton transfers (proton shared
between two electronegative atoms). Also, the presence of the
OH� anion makes the sp3 carbon atom very electrophilic. In the
case of the reactions studied here, the electrophilicity index is
high in reactants, and along the reaction path, it decreases to

Table 3 Activation and reaction energies and geometrical and electronic
partitions in kJ mol�1 for the glycosylation reaction models without and with a
bare H2O molecule

Mech.

Without H2O With H2O

Eac ER Eac ER DEac DER

(a) 128.5 54.1 94.5 �12.8 34.0 66.9
(b) 134.1 36.7 149.7 28.8 �15.7 7.9
(c) 74.7 �67.1 187.7 30.2 �113.1 �97.2
(d) 91.1 �33.8 177.8 41.3 �86.7 �75.1
(e) 149.5 33.8 75.8 �46.5 73.7 80.3
(f) 134.0 20.2 141.1 7.4 �7.1 12.8
(g) 146.9 50.3 145.7 33.7 1.2 16.6
(h) 148.8 61.2 145.1 42.5 3.6 18.7
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zero maintaining this tendency not only in the TS region, but
also in the product region, showing that the inverse process is
kinetically unfavorable.
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