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Abstract: The combination of hyperspectral imaging (HSI) and digital pathology may yield more
accurate diagnosis. In this work, we propose the use of superpixels in HS images for combining
regions of pixels that can be classified according to their spectral information to classify glioblastoma
(GB) brain tumors in histologic slides. The superpixels are generated by a modified simple linear
iterative clustering (SLIC) method to accommodate HS images. This work employs a dataset of
H&E (Hematoxylin and Eosin) stained histology slides from 13 patients with GB and over 426,000
superpixels. A linear support vector machine (SVM) classifier was performed on independent training,
validation, and testing datasets. The results of this investigation show that the proposed method
can detect GB brain tumors from non-tumor samples with average sensitivity and specificity of 87%
and 81%, respectively. The overall accuracy of this method is 83%. The study demonstrates that
hyperspectral digital pathology can be useful for detecting GB brain tumors by exploiting spectral
information alone on a superpixel level.

Keywords: hyperspectral imaging; optics diagnosis; digital pathology; superpixel; machine learning;
tissue diagnostics; tissue characterization; glioblastoma (GB)

1. Introduction

Digital and computational pathology utilizes digitized images, typically RGB, of histology
specimens for the creation of algorithms to aid pathologists in the diagnosis of diseases [1]. There may
be information in the electromagnetic spectrum, both visible and beyond, that could be beneficial.
Therefore, hyperspectral (HS) digital histology has emerged to explore if it can provide better diagnostic
information than RGB (Red, Green, and Blue) imagery. Hyperspectral imaging (HSI) obtains the
spectral data of an object using a HS optical sensor and is label-free [2], which can be applied readily to
digitized histology.
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The main advantage of HSI is the possibility of exploiting both the spatial and the spectral
information of the HS data. Although HSI has shown good performance in the detection of different
diseases in histopathological applications, this technology still has to face different challenges. One of
those challenges is related to the heterogeneity in image processing methods used to extract information
from the HS data. Most of these image processing methods consist of application of Machine Learning
(ML) methods. There are two main types of ML approaches. In feature learning approaches,
the methods are devoted to learning directly from all the data features, while in deep learning (DL)
approaches the important features of the data are also learned from the model. In HS computational
pathology, some researchers have successfully used feature learning methods, where the classification
is based only in the spectral information of the sample. Some examples of these approaches are the
detection of human prostate cancer [3], colorectal cancer detection [4], or pancreatic ductal carcinoma [5].
Other researchers have used feature extraction methods able to exploit both the spatial and the spectral
information of the HS data. The joint exploitation of the spatial and the spectral information has been
used in HS computational pathology for prostate cancer [6] and for the diagnosis of acute lymphoblastic
leukemia [7]. The main benefit of DL models, especially Convolutional Neural Networks (CNNs),
is their ability to learn simultaneously which spectral and spatial features are relevant to differentiate
between different types of tissue. Some examples of DL models in HS histopathology are the detection
of different types of cancer cells within colon samples [8] or the identification of mitotic cells in breast
cancer slides [9]. However, the lack of large and publicly available datasets makes it difficult for the
research community to determine which approach is the most appropriate to extract information from
medical HS data.

Previously, we demonstrated glioblastoma (GB) tumor detection, a malignant high-grade glioma
of the central nervous system, in pathological slides using HSI and patch-based CNNs [10]. As already
mentioned, in CNNs both spectral and spatial information are used to learn the differences between
tumor and non-tumor samples, but the patch-based regions were limited to square patches, which may
group together regions of distinct micro-anatomical structures within the same patch. In this work,
we propose a method where we first extract the most relevant spectral features from a HS image
using a superpixel algorithm, and then we apply supervised machine learning algorithms to retrieve
information about the diagnosis of brain histological slides. The final classification of the superpixels
spectra was tested using both feature learning and DL approaches. One of the main motivations of this
work is to determine if using only the spectral information is sufficient to discriminate between tumor
and non-tumor tissues within a histological slide.

In a standard digital image, each pixel contains intensity or color information. Methods for
image processing often divide the image into blocks or patches, which are typically square. However,
pixels can be grouped or clustered into similar, connected pixels called superpixels. This allows the
advantage of treating a group of pixels that are sufficiently similar as a single pixel, which aids in
processing. The number of superpixels that are created from an image can be adjusted, just as the
size and number of connected pixels that comprise a superpixel [11]. The preliminary algorithms for
generating superpixels have been criticized as limited and inefficient, so recently methods have been
explored to limit the drawbacks. The method of simple linear iterative clustering (SLIC) was proposed
to improve efficiency and segmentation performance. This method consists of a modification of the
k-means clustering where the cluster assignment of each pixel is limited to a local pixel neighborhood
region to generate the superpixels [12].

Traditionally, superpixel methods were explored for RGB images. However, the method can
also be incorporated to HSI as well to group pixels that are spatially connected with similar spectral
features. In geosciences and remote sensing, the concept of superpixels has been recently applied
to standard HS datasets, such as Indian Pines or the University of Pavia datasets, with success
at segmentation of earth scenes [13–17]. Additionally, the processing method has been applied to
problems in medicine. Chung et al. combined superpixel algorithms with supervised machine learning
utilized for segmentation of head and neck cancers using gross-level HSI of mice [18]. In standard RGB
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digital histology, Bejnordi et al. employed multi-resolution generated superpixels for classification
of whole-slide RGB digital histology images [19]. Superpixel approaches have also been applied
in the context of oncological histology. Turkki et al. combined DL and superpixel techniques to
detect tumor-infiltrating immune cells in breast histological slides [20], while Zormpas-Petridis et al.
exploited superpixel features with Markov Random Fields for the diagnosis of melanoma histological
samples [21].

Previously, we demonstrated glioblastoma (GB) tumor (a malignant high-grade glioma of the
central nervous system) detection in pathological slides using HSI and patch-based CNNs [10].
In CNNs, both spectral and spatial information are used to learn the differences between tumor and
non-tumor samples, but the patch-based regions were limited to square patches, which may group
together regions of distinct micro-anatomical structures within the same patch. Therefore, in this
work, we propose to further investigate the effectiveness of the exclusive exploitation of the spectral
information within HS images. The novel contributions of this work are as follows. First, we explore
superpixels for region-based grouping of similar pixels using both spatial and spectral information
in HS digital histology images from GB tumor patients. For superpixel generation, we utilized the
original SLIC algorithm, but modified the distance metric to be more suitable for spectral data. Next,
the objective of this work is to employ only the spectral information from superpixels for supervised
classification for GB tumor detection. To the best of our knowledge, this is the first work to combine
HS digital histology and superpixel algorithms. The results of this investigation will help inform the
use of supervised machine learning algorithms in the field of HS digital histology.

2. Materials and Methods

2.1. Dataset Description

The dataset for this study consisted of a set of HS images acquired from human brain histological
slides, as we described earlier [10]. These biological specimens were processed and analyzed by the
Pathological Anatomy Department of the University Hospital Doctor Negrín at Las Palmas of Gran
Canaria (Spain). The study protocol and consent procedures were approved by the Comité Ético de
Investigación Clínica-Comité de Ética en la Investigación (CEIC/CEI) of the same hospital. After histological
preparation of the tissue with H&E staining, the samples were examined by pathologists, providing a
diagnosis of tissue according to the World Health Organization (WHO) classification of tumors of the
nervous system [22]. After the pathologist confirmed the GB diagnosis, macroscopic annotations were
made on the physical glass slides with a marker. Non-tumor areas were annotated in blue, while GB
areas were annotated in red.

The HS images were captured using a microscope optimized for HS acquisitions equipped
with a push-broom camera, which performs spatial scanning for acquisition (Figure 1A). HS image
acquisition was performed within the annotated areas of tumor and non-tumor in the slides (Figure 1B).
The spectral range of the images was from 400 to 1000 nm with a spectral resolution of 2.8 nm, sampling
826 spectral channels. The camera captures 1004 pixels per line, and the image width was fixed to
be 800 pixels. The images were captured using 20 × magnification, producing a HS image size of
375 × 299 µm (Figure 1C). After pre-processing, the HS cubes were formed by 275 spectral channels.
Further details about the acquisition system and the data acquisition procedure can be found in [10].

A total of 494 HS images were acquired from 13 slides from 13 different patients with GB. A brief
description of the dataset can be seen in Figure 2, which demonstrates that the dataset is not balanced,
having more samples from non-tumor tissue than tumor tissue. Additionally, some of the slides only
contained tumor tissue, as occurs in patients P9 to P13.
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Figure 1. HS data acquisition procedure. (A) HS microscope-based acquisition system. (B) 
Pathological slide with macroscopic diagnosis annotations. Yellow squares represent an example of 
the captured areas for tumor and non-tumor HS images. (C) Examples of non-tumor and tumor HS 
images acquired at 20 ×. 

 

Figure 2. Number of non-tumor and tumor HS images per patient. 

2.2. Data Partition 

In order to perform the machine learning analysis, an unbiased data partition should be 
performed. The dataset used for this study poses three problems. First, the dataset is limited in the 
number of patients. Second, samples containing both classes (non-tumor and tumor) are only 
available for eight patients. Hence, the information about the non-tumor samples is limited in terms 
of patients. Third, the dataset is not balanced, having more images annotated as non-tumor.  

For these reasons, the data partition used in this research consists of dividing the data in four 
different folds, each one built with patient-independent train, validation and test sets (Figure 3). A 
more comprehensive explanation of the motivations of the proposed data partition is given in [10]. 
A brief summary of the dataset partition into folds is as follows: 1) data from a single patient is located 
in training, testing, or validation; 2) validation patients should have both types of annotations (non-
tumor and tumor); and 3) all patients have to be included in a test set eventually. The limited total 
number of patients available leads to a limited number of patients used for validation in each fold. 
Therefore, it is possible to have overfitting of the models to validation patients.  
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Figure 1. HS data acquisition procedure. (A) HS microscope-based acquisition system. (B) Pathological
slide with macroscopic diagnosis annotations. Yellow squares represent an example of the captured
areas for tumor and non-tumor HS images. (C) Examples of non-tumor and tumor HS images acquired
at 20×.
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Figure 2. Number of non-tumor and tumor HS images per patient.

2.2. Data Partition

In order to perform the machine learning analysis, an unbiased data partition should be performed.
The dataset used for this study poses three problems. First, the dataset is limited in the number of
patients. Second, samples containing both classes (non-tumor and tumor) are only available for eight
patients. Hence, the information about the non-tumor samples is limited in terms of patients. Third,
the dataset is not balanced, having more images annotated as non-tumor.

For these reasons, the data partition used in this research consists of dividing the data in four
different folds, each one built with patient-independent train, validation and test sets (Figure 3).
A more comprehensive explanation of the motivations of the proposed data partition is given in [10].
A brief summary of the dataset partition into folds is as follows: (1) data from a single patient is
located in training, testing, or validation; (2) validation patients should have both types of annotations
(non-tumor and tumor); and (3) all patients have to be included in a test set eventually. The limited
total number of patients available leads to a limited number of patients used for validation in each fold.
Therefore, it is possible to have overfitting of the models to validation patients.
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the microscope are removed, while superpixels corresponding to tissue are stored (Figure 4C). Since 
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measured, and a representation of the classification is provided as heat and classification maps 
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2.3. Superpixel-Based Processing Framework

The proposed processing framework is divided into six steps (Figure 4). First, homogenous
spectral areas of the input HS cube (Figure 4A) are extracted by using a superpixel segmentation
algorithm (Figure 4B). The main motivation on the use of a superpixel segmentation approach prior to
classification is to alleviate the amount of data to be processed, without losing relevant information
from the HS image. After superpixel segmentation, superpixels belonging to the background light of
the microscope are removed, while superpixels corresponding to tissue are stored (Figure 4C). Since the
annotation of the images was performed at a macroscopic level, all the superpixels extracted from a
single image are annotated as non-tumor or tumor depending on the annotation of the current image
(Figure 4D). Finally, the spectral data from all patients in a fold are used to train, validate and optimize,
and test a supervised classifier (Figure 4E). In the test stage, the prediction about the diagnosis of
each superpixel (non-tumor or tumor) is performed using the classifier trained and optimized in the
training/validation stage. Finally, the classification performance is quantitatively measured, and a
representation of the classification is provided as heat and classification maps (Figure 4F).

Appl. Sci. 2020, 10, 4448 5 of 21 

 

Figure 3. Data partition among the different folds (patients with only tumor samples are marked with 
‡). 

2.3. Superpixel-Based Processing Framework 

The proposed processing framework is divided into six steps (Figure 4). First, homogenous 
spectral areas of the input HS cube (Figure 4A) are extracted by using a superpixel segmentation 
algorithm (Figure 4B). The main motivation on the use of a superpixel segmentation approach prior 
to classification is to alleviate the amount of data to be processed, without losing relevant information 
from the HS image. After superpixel segmentation, superpixels belonging to the background light of 
the microscope are removed, while superpixels corresponding to tissue are stored (Figure 4C). Since 
the annotation of the images was performed at a macroscopic level, all the superpixels extracted from 
a single image are annotated as non-tumor or tumor depending on the annotation of the current 
image (Figure 4D). Finally, the spectral data from all patients in a fold are used to train, validate and 
optimize, and test a supervised classifier (Figure 4E). In the test stage, the prediction about the 
diagnosis of each superpixel (non-tumor or tumor) is performed using the classifier trained and 
optimized in the training/validation stage. Finally, the classification performance is quantitatively 
measured, and a representation of the classification is provided as heat and classification maps 
(Figure 4F).   

 

Figure 4. Proposed superpixel-based hyperspectral image processing framework.



Appl. Sci. 2020, 10, 4448 6 of 21

2.3.1. Simple Linear Iterative Clustering (SLIC) Approach

In this research, we used the simple linear iterative clustering (SLIC) superpixel segmentation
method proposed by Achanta et al. [12]. This algorithm is a modification of the k-means clustering
algorithm to work with superpixels. Given a fixed number of target superpixels (K), the SLIC algorithm
first initializes the superpixels by dividing the input image (Figure 5A) in a regular grid (Figure 5B).
The initial area of the superpixel is S pixels. Next, the initial centroids of each superpixel are assigned to
a randomly selected pixel within the superpixel area. Then, for each superpixel centroid, the distance
between the superpixel centroid and the pixels in an area of 2·S pixels is computed (Figure 5C).
After computing this distance for all pixels in the images, each pixel is assigned to a superpixel. Finally,
the superpixel centroid is updated (Figure 5D), and the process is repeated until the error in pixel
assignment is minimized (Figure 5E).
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In the original paper, this approach was developed for conventional RGB images. The distance
between a superpixel and a pixel in its neighborhood is calculated as the root mean squared of
the color distance and the spatial distance. For each pixel, the color distance (dc) is defined as
the Euclidian distance between two color components in the CIELAB color space (a color space
defined by the International Commission on Illumination in 1976 [23]), and the spatial distance (dS)
is defined as the Euclidean distance between the spatial coordinates of the pixels. In order to
compensate for the difference in range between dc and dS, a hyperparameter m is defined (Equation (1)).
This hyperparameter weighs the importance of each type of distance in the overall distance computation.
Small values of m make the distance more sensitive to the color distance component, while a large m
provides more importance to the spatial component.

DSLIC =

√
dc2 +

(
dS
S

)2

·m2 (1)

In a first attempt, we utilized the original SLIC algorithm with the HS data. However, in our
experiments we found the use of the Euclidian distance for the spectral similarity was not suitable
for spectral data. The superpixels generated when using the Euclidian distance were not able to
successfully group spectrally similar materials, showing high spectral variations between pixels
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belonging to the same superpixel. For this reason, we propose some modifications to such distance
metrics for adapting SLIC algorithm to HSI. First, we propose the use of the Spectral Angle (SA) as a
distance metric for measuring the spectral similarity between two pixels p1 and p2 with N spectral bands
(Equation (2)). The use of this type of distance is widely extended in the HSI research community [24].
For the spatial distance, we keep the Euclidian distance between two pixels. The SA distance (dSA)
is in the range [0,1]. For this reason, in order to compute the total distance (Dproposed), we propose
to simply weight the influence of the spatial distance by multiplying it for a factor m (Equation (3)).
This hyperparameter is used to weigh the importance of the spatial and the spectral distance in the
superpixel assignment.

dSA =

∑N
i=1 p1i · p2i√∑N

i=1 p1i2 +
√∑N

i=1 p2i2
(2)

Dproposed = dSA +

(
dS
S

)
·m (3)

2.3.2. Supervised Classification

The last stage of the superpixel-based processing framework is composed by a supervised classifier
employed to perform the classification of each superpixel centroid. Support Vector Machines (SVMs)
were employed to perform the experiments since it has been demonstrated in the literature this
algorithm performs well with imbalanced datasets [25]. SVMs are supervised classification algorithms
widely employed for classification of HS data since they have shown good performance with high
dimensional data, even with a limited number of training samples [25]. Vapnik proposed the binary
classification approach of the SVM algorithm in 1979 [26]. This algorithm tries to separate two classes
(yi ∈ {−1, 1}) based on the use of a training set composed by N data samples from the d-dimensional
feature space (xi ∈ R, {i = 1, 2, . . . , N}). The algorithm finds the optimal hyperplane that maximizes
the margin defined by a weight vector w ∈ R and a bias b ∈ R. The prediction of the class of a new data
sample is given by equation (4), where ŷ is the predicted class for the data sample xi. The SVM classifier
can be used for data which is not linearly separable by using different kernels to map the data in
higher dimensional space. In this work, we selected the linear kernel for the SVM approach, employing
two different evaluation metrics to optimize the hyperparameter cost (C). This hyperparameter is the
constant of constraint violation, which is in charge of deciding if a data sample is classified on the
wrong side of the decision limit [27]. MATLAB® (R2019b, The MathWorks Inc., Natick, MA, USA) was
employed to perform the experiments and LIBSVM (Library for Support Vector Machines) was used
for the classifier implementation [28].

ŷ = xi·w + b (4)

2.4. Evaluation Metrics

The evaluation metrics employed in this work to assess the performance of the data classification
are accuracy (ACC), sensitivity, specificity, precision (PPV), F1 score (F1) and balanced accuracy (BA).
ACC is a metric capable of evaluating overall performance of the classifier by dividing the sum of total
number true positives (TP) and true negatives (TN) by the total population of samples (Equation (5)).
Sensitivity measures the ability of the classifier to correctly classify the positive samples as presented
in Equation (6), where FN is the number of false negatives. On the other hand, specificity measures the
ability of the classifier to correctly classify the negative samples as presented in Equation (7), where FP
is the number of false positives. BA allows a measurement of the performance of the classifier by
balancing the weights of sensitivity and specificity results (Equation (8)). As will be shown later
in this work, this metric was necessary to improve the optimization of the hyperparameters of the
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supervised classifiers. Finally, PPV is the proportion of positive results correctly classified, as expressed
in Equation (9), while F1 is the harmonic mean of precision and sensitivity (Equation (10)).

ACC =
TN + TP

TN + TP + FP + FN
(5)

Sensitivity =
TP

TP + FN
(6)

Speci f icity =
TN

TN + FP
(7)

BA =
Sensitivity + Speci f icity

2
(8)

PPV =
TP

TP + FP
(9)

F1 =
2 ·TP

2 ·TP + FP + FN
= 2 ·

PPV ·Sensitivity
PPV + Sensitivity

(10)

3. Experimental Results

3.1. SLIC Hyperparameter Selection

There are two hyperparameters to be configured on SLIC algorithm: the number of target
superpixels (K) and the weight parameter (m), which balances the contribution of the spectral and the
spatial distance. For machine learning, the superpixels will be used as input to a supervised classifier.
The main motivation for the use of a superpixel algorithm in the proposed processing framework
is to extract the most salient spectral information from each HS image. Therefore, the subsequent
superpixel-based classification can be affected if the spectral information within each superpixel does
not belong to spectrally consistent areas, i.e., if some superpixels contain pixels with significant different
spectral signatures. For this reason, we evaluated the effect of varying both K and m in the mean
intra-cluster distance (Equation (11)), where c j is the centroid of the superpixel j, and xi represents
a pixel on the image assigned to such a superpixel. The lower DIC, the most similar pixels within
a superpixel.

DIC =
1
K

K∑
j=1

1
Ni

Ni∑
i=1

dSA
(
c j, xi

)
+

dS
(
c j, xi

)
S

 ·m (11)

To select the optimal hyperparameters for the SLIC segmentation, we ran the SLIC segmentation
with different K and m values and calculated the corresponding intra-cluster distance. We analyzed
values of K ranging from 64 to 1024, while the values for m varied from 0.005 to 0.1. In Figure 6,
we present the results of these experiments, showing the mean DIC for each hyperparameter.

First, we can observe that with an increased number of superpixels, K, the lower inter-cluster
distance is achieved. The rationale of this behavior is the following. If the number of superpixels
is low, a pixel may be assigned to a superpixel for spatial similarity. On the contrary, if the number
of superpixels is high, each superpixel is more likely to reject pixels which are not spectrally similar.
For this reason, we selected the maximum value of K, 1024.

Second, the value of m equalizes the importance of both the spectral and the spatial distance
during the superpixel assignment. Low values of m reduce the importance of the spatial proximity,
while prioritizing the importance of the spectral similarity. As can be observed in Figure 6B, the greater
values of m result in greater intra-cluster distance. The rationale for this behavior is the following.
Large values of m result in the spatial distance outweighing the spectral distance, and superpixels
are likely to include pixels that are spatially closer, more than spectrally different. For this reason,
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we selected a value of m = 0.01 to provide relevance to the spatial information, while keeping the
inter-cluster distance low.
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Figure 6. Different SLIC Intra-cluster distance for different SLIC hyperparameters: (A) K and (B) m.

An example of the variation of the SLIC results depending on K is represented on Figure 7. If K
is low, the area covered by a single superpixel is high, and could result in a mixture of different
elements in a superpixel. As K increases, the area covered by each superpixel decreases, resulting in
more compact superpixels. Figure 6 shows that low values of K (64 and 256) produce superpixels
that are comprised of pixels from different materials. Additionally, for large values of K (512 and
1024), the superpixels are able to isolate pixels from single materials. In this application, we used the
superpixels as a spectral summary of the current HS image. For this reason, the presence of superpixels
with heterogenous spectra may lead to inaccurate predictions during supervised classification. In this
research, we empirically selected K = 1024, which was shown to provide spectrally compact areas.
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An example of this effect can be observed in Figure 8 for different regions of an image. In this
application, we would expect the superpixels to be spectrally coherent. For this reason, we selected
m = 0.01 for the generation of the superpixels.
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3.2. Supervised Classification Results

After performing SLIC segmentation in all the images of the dataset, a superpixel dataset was
constructed of both tumor and non-tumor annotations. In Figure 9A, we show the distribution of
superpixels among the different patients, while Figure 9B represents the distribution of classes between
the different folds. In this figure, the imbalanced nature between non-tumor and tumor samples
is evident.

3.2.1. Validation Results

Using the aforementioned superpixel dataset, we used the training data of each fold for training a
supervised classifier, and we employed the validation data of each fold to optimize the hyperparameters
to increase performance. In this section, we describe the results obtained by using SVMs with linear
kernel as classifier. Random Forest and 1-D Convolutional Neural Networks (CNNs) were also
evaluated, but the performance of those classifiers was not competitive. For RF we used the MATLAB
Machine Learning Toolbox, while 1-D CNN experiments were carried out using the TensorFlow
implementation of the Keras Deep Learning API [29,30]. Average validation sensitivity and specificity
results of the 1-D CNN classifier were 66.0 ± 31.4% and 60.8 ± 44.2%, respectively. Regarding RF
classification, the sensitivity and specificity results were 59.3 ± 43% and 62.3 ± 24%, respectively. Due to
the inadequate performance on the validation set, these classifiers were not further evaluated in the
subsequent experiments.

In order to tune the hyperparameters of the supervised classifier, the model was trained using the
training data, and the performance of the model was evaluated using the validation set. This process
was repeated several times by varying the hyperparameters’ values to find the optimal hyperparameters
which provided the best performance on the validation set. Finally, the performance of the tuned
model was evaluated using the test set.
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In this investigation, we performed the classification independently for each fold. Additionally,
we proposed several optimization strategies for the hyperparameter optimization. Due to the large
number of superpixels in each training fold, the time required to train a linear SVM classifier was
about 21 hours. Although this computation time is not prohibitive, the required number of iterations
to find the optimal hyperparameter in each fold drastically increased the execution time for finding the
optimal classification models. In order to alleviate these training times for each fold, we decided to
divide the training data into 10 different data partitions, and then train an ensemble of 10 different SVM
classifiers. We first proved there was no performance drop when using the SVM ensemble compared to
using all the training data at once. Then, we realized that when using the SVM ensemble the execution
time required to train a single fold decreased from 21 hours to 4 hours, which made hyperparameter
optimization possible in a reasonable time.

For linear SVM, the cost value was the hyperparameter to be tuned. Instead of performing a
grid search of the hyperparameters, we searched the optimal hyperparameters by using a Bayesian
optimization algorithm [31]. Due to the imbalanced nature of our dataset, we proposed the use of BA
and sensitivity metrics as optimization functions to be minimized. In this case, ACC is not a good
metric to be optimized, since it would produce models that are more specialized in detecting the
majority class of the dataset. In this optimization framework, the values of cost were bound between
10−5 and 105.

Table 1 shows the final validation results for each fold using the linear kernel with the default cost
value (C = 1) and with the optimal hyperparameters obtained using the BA and the sensitivity metrics.
The most relevant outcomes of these results are the following. First, we can see that hyperparameter
optimization has a positive impact in the classification results, achieving an increase of 16% (ACC),
29% (sensitivity), 13% (specificity), 29% (PPV), and 28% (F1 metric). Second, the results obtained
with optimized models show high accuracy, sensitivity and specificity for Folds 2 and 4 (higher
than 88%), while models for Folds 1 and 3 suffer from low sensitivity (47–54%) and low specificity
(35–41%), respectively. However, only Fold 1 shows remarkable PPV and F1 results. Finally, the results
suggest the hyperparameter selection using BA as the optimization function provides subtly better
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performance, obtaining an improvement of 1% in the ACC, sensitivity, specificity and PPV metrics and
an improvement of 2% in the F1 metric with a reduced standard deviation (std).

Table 1. Superpixel classification results of the validation set in each fold using the SVM with Linear
Kernel, with and without hyperparameter optimization.

No Opt. Opt. Metric (BA) Opt. Metric (Sensitivity)

Partition ACC Sens. Spec. PPV F1 ACC Sens. Spec. PPV F1 ACC Sens. Spec. PPV F1

Fold 1 0.65 0.12 0.78 0.13 0.13 0.88 0.54 0.97 0.84 0.66 0.87 0.47 0.97 0.81 0.60
Fold 2 0.81 0.57 0.91 0.73 0.64 0.95 0.89 0.98 0.96 0.92 0.95 0.88 0.99 0.96 0.92
Fold 3 0.39 0.92 0.10 0.36 0.51 0.61 0.99 0.41 0.48 0.64 0.58 0.99 0.35 0.45 0.62
Fold 4 0.80 0.48 0.89 0.56 0.52 0.89 0.88 0.89 0.69 0.78 0.88 0.89 0.88 0.68 0.77

Avg. 0.66 0.52 0.67 0.44 0.45 0.83 0.82 0.81 0.74 0.75 0.82 0.81 0.80 0.73 0.73

Std. 0.20 0.33 0.39 0.26 0.22 0.15 0.19 0.27 0.21 0.13 0.17 0.23 0.30 0.22 0.15

Sens.: Sensitivity; Spec.: Specificity; Avg.: Average; Std.: Standard Deviation.

As mentioned in the dataset description, the usage of a single patient as validation patient may
result in overfitting on the validation patient. We ensure there is no overfitting to the validation data
by checking for similar performance between the classification of the training and validation samples
within a fold.

In this work, the dataset annotation was performed at a macroscopic level. Therefore, the HS
images annotated as tumor would contain some superpixels with spectral features which are not
indicative of tumor, such as superpixels that are common in both tumor and non-tumor tissue.
These wrong annotations could lead to false positives in the superpixel classification. For this reason,
we considered an alternative approach to evaluate the results. Instead of performing the classification
over all the superpixels of the validation patient, we also evaluated the image level. To this end,
we used the trained SVM model to classify each image from the validation patient. Then, an image is
flagged as tumor if more than 50% of the image superpixels are classified as tumor. On the contrary,
if fewer than 50%, then the image is flagged as non-tumor. The threshold value of 50% to decide
if an image should be flagged as tumor or not was experimentally determined using the validation
data. Although it seems 50% is a high value, since intuitively the presence of a few superpixels
flagged as tumor may suggest the presence of tumor, this high threshold can be a consequence of the
aforementioned incorrectly annotated superpixels. These inappropriate annotations would lead to
false positives in the superpixel classification. A graphic representation of this approach is shown on
Figure 10.

Results on the validation set using the image classification approach are shown in Figure 11.
These results were obtained from the SVM model optimized using BA and sensitivity. On the one
hand, similarly to the previous evaluation, Folds 2 and 4 present the best performance. In Fold 2,
all the images are correctly classified. For Fold 4, only a single non-tumor image and one tumor image
are misclassified. For these folds, the performance of both types of SVM models work similarly. On the
other hand, the classification performance for Folds 3 and 4 is lower. In Fold 1, the sensitivity is low,
and several images from tumor samples are not flagged as tumor, but all the images from non-tumor
class are correctly classified. In opposition, in Fold 3 all tumor images are correctly classified, but one
half of the non-tumor images are misclassified.
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is possible to observe that the result contains higher than 50% tumor superpixels, so this image is 
classified as tumor. 

Results on the validation set using the image classification approach are shown in Figure 11. 
These results were obtained from the SVM model optimized using BA and sensitivity. On the one 
hand, similarly to the previous evaluation, Folds 2 and 4 present the best performance. In Fold 2, all 

Figure 10. Classification results of the majority voting of superpixels classified by SVM. The top row
shows a representative non-tumor image RGB composite and its corresponding SLIC result (left),
the corresponding superpixel heat map and the binarized form of tumor and non-tumor superpixels
(right), where the white color represent the superpixels that correspond with light, green and red
colors represent the non-tumor and tumor superpixels, respectively. The result contains less than 50%
tumor superpixels, so it is classified as non-tumor. The bottom row shows of a tumor image, where
it is possible to observe that the result contains higher than 50% tumor superpixels, so this image is
classified as tumor.

Regarding the comparison about the type of optimization for hyperparameter selection,
the performance of the SVM optimized by BA is subtly higher compared to optimization driven
by sensitivity.
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3.3. Quantitative Test Results

In this section, we show the classification results for the test set of each fold. The quantitative results
obtained for the test set for the SVM Linear classifier optimized with the BA and the sensitivity metrics
are shown in Figure 12. On average, the use of the BA metric for the hyperparameter optimization
provided better ACC results (82.6 ± 7.1%) than the Sensitivity metric (78.3 ± 6.2%). Considering
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sensitivity and specificity results, the classifier optimized with the BA metric provided a result of
88.5 ± 10.2% and 80.2 ± 16.9%, respectively, representing an improvement in the sensitivity of 4.3%
with respect to the classifier optimized with the sensitivity metric. Regarding the differences between
the use of BA metric and sensitivity metric in the PPV and F1 results, PPV were practically the same,
achieving 73.4 ± 19% and 73.1 ± 17.6%, respectively, while F1 improved 1.6% using the BA metric
(78.3 ± 6.4%). For this reason, the BA metric was shown as a suitable evaluation metric to optimize the
hyperparameters of a supervised classifier with imbalanced datasets for this specific application.Appl. Sci. 2020, 10, 4448 14 of 21 
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Finally, in Figure 13, we show the results obtained of each patient individually. For every patient
except for P2, P6, P8 and P10, the sensitivity is higher than 90%. For P2 and P8, the sensitivity is also
high, beyond 80%. For P6 and P10, the sensitivity is low. These patients were classified using models
from Folds 2 and 4, respectively. However, models from those folds demonstrated good sensitivity for
the remaining patients. This fact will be further investigated in future works. The specificity can only
be measured for patients with both types of annotations (non-tumor and tumor), i.e., from P1 to P8.
Five of these patients present a sensitivity of 100%, while the others present low specificity. The worst
case is P7, where the specificity is 10%.

The high sensitivity of the proposed methodology suggests that it could serve as a clinical tool to
detect images with suspicious tumor presence for a pathologist to examine. However, despite the fact
that the overall amount of time spent in examination could be reduced, the low specificity would likely
result in some false positives.

Table 2 shows the results of the proposed superpixel approach (reporting both the results at image
and superpixel level) and the previous work, where the same data were classified using a patch-based
CNN approach (reporting the results at patch level) [10]. As shown in Table 2, data from P6 are missing
from the CNN experiments. In our previous work, we found an error in the annotations of P6, and this
patient was removed from the dataset. In this study, we corrected the annotation errors of this patient.
However, to provide a fair comparison between the two different processing approaches, P6 patient
has not been included in the computation of the mean metrics. The average ACC results obtained with
the proposed approach (considering the results at image level) is 3% below the CNN-based approach.
However, the average sensitivity obtained with the superpixel-based approach is higher than the CNN
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results, 91% and 88%, respectively. Moreover, the average specificity is slightly improved using the
proposed approach (78%) with respect to the CNN-based approach (77%). Considering the fact that the
superpixel approach only exploits spectral information, the results achieved in this preliminary study
are competitive with respect to the CNN approach, which uses both spatial and spectral properties.
Moreover, it is worth noting that the amount of data generated with the patch-based CNN approach is
extremely large (49,565 image patches of 87 × 87 pixels with 275 bands, i.e., approx. 768 Gigabytes)
compared to the data generated for the superpixel-based approach (426,260 superpixels with 275
bands, i.e., approx. 0.87 Gigabytes). Hence, the CNN approach requires substantial memory and
computational requirements to perform the classification of the data, while the superpixel-based
approach alleviates these requirements. This is especially important when targeting real-time aid
visualization tools for histological screening process during clinical routine practice with the goal of
assisting pathologist during diagnostic procedures.
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Table 2. Results comparison between the proposed superpixel-based approach and a previous work
using a CNN-based approach [10].

Proposed Superpixel-Based Approach
(Results at Image Level)

Proposed Superpixel-Based Approach
(Results at Superpixel Level)

Previous CNN-Based Approach [10]
(Results at Patch Level)

Partition ACC Sensitivity Specificity ACC Sensitivity Specificity ACC Sensitivity Specificity

P1 1.00 1.00 1.00 0.91 0.91 0.90 0.93 0.91 0.96
P2 0.94 0.83 1.00 0.79 0.50 0.97 0.89 0.99 0.83
P3 1.00 1.00 1.00 0.90 0.88 0.92 0.85 0.91 0.8
P4 0.79 1.00 0.73 0.78 0.87 0.75 0.57 0.57 0.58
P5 0.68 1.00 0.63 0.54 0.67 0.51 0.69 0.81 0.64

P6 * 0.90 0.50 1.00 0.85 0.35 0.98 - - -
P7 0.35 1.00 0.10 0.53 0.95 0.30 0.66 0.71 0.63
P8 0.96 0.83 1.00 0.89 0.75 0.93 0.96 0.96 0.96
P9 0.95 0.95 - 0.92 0.92 - 0.99 0.99 -

P10 0.25 0.25 - 0.41 0.41 - 0.89 0.89 -
P11 1.00 1.00 - 0.98 0.98 - 0.92 0.92 -
P12 1.00 1.00 - 0.83 0.83 - 0.92 0.92 -
P13 1.00 1.00 - 0.97 0.97 - 0.99 0.99 -

Avg. 0.83 0.91 0.78 0.79 0.80 0.76 0.86 0.88 0.77

Std. 0.27 0.22 0.34 0.19 0.19 0.26 0.14 0.13 0.16

* Data not available for CNN-based approach and excluded for the computation of the average (Avg.) and standard
deviation (Std.) values.

3.3.1. Qualitative Test Results

The results of the proposed approach can be visualized as a heat map, which shows the predicted
tumor probability map of superpixels, or as a classification map, where the superpixels are assigned to
a class using a probability threshold of 50%.
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Figure 14 shows four examples of qualitative results obtained from four tumor images, belonging to
P3, P4, P5, and P7, with their respective tumor presence probability. For P3, 61% of the superpixels were
classified as tumor, thus the image-scale prediction is tumor. The heat maps for P4 and P7 suggest the
presence of tumor with high probability. On the contrary, the heat map for P5 shows a misclassification,
where about 46% of the superpixels were classified as tumor, so the image is misclassified, being a false
negative prediction.

Figure 15 shows the results of four example non-tumor images that belong to P3, P4, P5, and P7
with their respective tumor probability results. As can be seen, the heat maps for P3, P4 and P5 show a
successful classification of non-tumor samples. For P3 and P4, only a few superpixels were classified as
tumor, less than 13% of the image in either case. In the case of P5, the image was flagged as non-tumor,
but the number of superpixels classified as tumor is higher, about 36%. Finally, we show an example of
a false positive, where 68% of the superpixels were classified as tumor and thus the image was flagged
as tumor.
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Figure 14. Heat and classification maps of four example tumor images. First row shows the synthetic
RGB image of the HS cube, while second row represents the SLIC result. Third row represents the heat
map, where red colors represent higher tumor probability. Fourth row shows the classification map,
where red, green and white colors indicate tumor, non-tumor and light superpixels, respectively. In the
last row, the tumor presence probability of the image is indicated. HS images with classification results
with tumor probability >= 50% were considered tumor images, while results <50% were considered
non-tumor images.

As mentioned previously, the presence of misannotated superpixels in the dataset could lead in
misclassifications. For this reason, we selected the 50% tumor threshold. Although in most situations
this strategy provides an accurate diagnosis, there are some limitations. For example, in Figure 14,
we can observe how the image belonging to P5 was misclassified as a non-tumor image, while the
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number of superpixels classified as tumor was around 46%. On the contrary, the image from P7 in
Figure 15 represents a false positive because around 68% of the superpixels were classified as tumor.
However, this behavior is only found in a few examples of the dataset.Appl. Sci. 2020, 10, 4448 17 of 21 
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Figure 15. Heat and classification maps of four example non-tumor images. First row shows the
synthetic RGB image of the HS cube, while second row represents the SLIC result. Third row represents
the heat map, where red colors represent higher tumor probability. Fourth row shows the classification
map, where red, green and white colors indicate tumor, non-tumor and light superpixels, respectively.
In the last row, the tumor presence probability of the image is indicated. HS images with classification
results with tumor probability >= 50% were considered tumor images, while results <50% were
considered non-tumor images.

4. Discussion

The main limitation of this study is the reduced number of patients and the imbalance of the
dataset. Additionally, only 8 out of the 13 patients have annotated data available from the two classes,
i.e., tumor and non-tumor. This fact, together with the known histological heterogeneity of GB tumors,
makes this task very challenging. Therefore, more patients are needed in future analysis to obtain more
robust conclusions about the ability of HSI and ML for the automatic detection of GB in histological
slides. More concretely, to obtain statistically significant results, we hypothesize that at least 10
patients are needed with both types of annotations for both validation and test. This would require at
least 40 patients with both types of annotations to train the classifiers. The main challenges for the
acquisition of such a dataset are the large amounts of data generated during image acquisition and the
time-consuming manual annotation for the ground truth. Further data acquisition campaigns will be
deployed to increase our dataset, reinforcing the conclusions achieved in this work about the potential
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use of the HS superpixel-based approach to detect GB in histological slides. Regarding the imbalanced
dataset, in this manuscript we deal with this problem by using a hyperparameter optimization guided
by metrics which may compensate the data imbalance, i.e., balanced accuracy and sensitivity. The use
of sensitivity was motivated by the lower number of examples in the tumor class (~35% of tumor
superpixels, compared to ~65% of non-tumor superpixels). Nevertheless, other metrics can be used to
drive the hyperparameter optimization to alleviate the effect of the imbalanced dataset. For example,
the F-1 score or a weight balance between precision and recall, where the weight will favor the class
with lower number of samples.

Future studies will address some limitations of this work. First, in this work, the images were
collected in a laboratory environment under controlled conditions. One of the main challenges
associated to medical imaging processing is dealing with noisy images. Although in this work
we focused in investigating the potential of HS images for the identification of tumor, in future
works we will further analyze the effect of noise removal strategies in both the superpixel and the
classification approaches [32–34]. Second, as previously mentioned, due to the macroscopic annotations,
some regions of the tumor HS images are in fact not characteristic of GB tumor, but are still labeled
as tumor. Such misannotated data are likely to produce superpixel misclassifications. To handle this
fact, one of the future works in this field will be to identify which superpixel spectra can be found
in both tumor and non-tumor images, which may improve the quality of the predictions. Third,
although the spatial information of the HS is partially considered when the superpixels are extracted
with SLIC, the supervised classification is only focused on the spectral information. In this study,
we demonstrated the potential of the exclusive use of spectral information for the identification of
tumor areas in HS digitized slides. Nevertheless, these results can be further improved if we also
include additional spatial information into the classification framework. For example, as shown in
the work by Zhao et al. [35], it could be possible to develop a method which efficiently combines the
spectral information from the proposed superpixel approach with the spatial information extracted
from the HS data using a 2D-CNN. Another challenge to be addressed in future works is to improve
the way the optimal number of superpixels is extracted. In this research, we selected the number of
superpixels to minimize the intra-cluster distance, but more sophisticated methods can be used in the
future to reduce the number of superpixels while retaining the most important information from each
image [36]. In this research, we overestimated the number of superpixel centroids in order to ensure
proper extraction of spectral features from the HS image. However, the computational time could be
reduced by decreasing the number of superpixels per image, which is more competitive for screening
histology slides.

Finally, regarding the supervised classification, after testing SVM, 1-D CNN, and RF algorithms,
the only classifier that demonstrated accurate classification results in our data was SVM. All of these
classifiers have demonstrated high performance with spectral data in the literature [10]. However,
the classification performance strongly depends on the data used to train the model. Although those
classifiers did not perform well in our application, we cannot suggest that using a larger dataset would
allow those classifiers to correctly classify the spectral data. Moreover, it is possible that the 1-D CNN
underperformed because of the nature of the task. Specifically, the HS signatures were 1-D signals
averaged from across a superpixel. The strengths of CNN methods are typically learning from highly
variable data with spatial features.

In this work, we only explored the linear kernel of the SVM to demonstrate the feasibility of
the superpixel-based approach exploiting only the spectral information. However, in future works,
we will evaluate the performance of different kernels for this task with the goal of trying to improve
the classification results obtained in this preliminary work.

5. Conclusions

In this work, we propose a combination of superpixel segmentation and supervised classification
for the identification of GB tumor in HS images from brain histological slides. First, we modified and
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optimized the original SLIC segmentation algorithm for HS images. These modifications included
the use of a spectral distance based on the spectral angle, and the modification of the global distance,
which is a tradeoff between the spectral and the spatial distances between pixels in a neighborhood.
After optimizing the hyperparameters of the SLIC algorithm to generate compact pixels, the superpixels
were used to build a dataset where superpixels were labeled as tumor or non-tumor according to the
pathologists’ annotations. The data were then partitioned in patient-independent training, validation,
and test sets. Finally, superpixels were classified using a linear SVM classifier.

The results obtained with this methodology are promising, showing high sensitivity and specificity
values for almost all the patients independently. On average, our proposed approach achieved 87%
and 81% of sensitivity and specificity, respectively. Additionally, 8 out of the 13 patients obtained
a sensitivity of 100%, and 3 out of the 13 had a sensitivity of 83–95%. Screening tests with high
sensitivities could be useful clinically. The outcomes of this processing framework could potentially be
used in a clinical application to flag which regions of the histological slide are of interest to be further
analyzed by a pathologist, and then reduce whole-slide examination.
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