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A B S T R A C T

Cancellations have a significant impact on the hotel and lodging industry because they directly affect income and
are thus considered critical in revenue management. Specifically, cancellations made close to the time of service
are the most damaging for hotels because they leave management with no time to react. The use of Personal
Name Records (PNR) has led to new approaches in this field, however despite this novel research area there are
no investigations focusing on forecasting for individual hotel cancellations made close to the time of service.
With the aim of filling this gap, this research is intended to identify those individuals likely to make cancellations
in a short-horizon of time using Artificial Intelligence (AI) techniques through PNR data. Promising results have
been achieved with 80% accuracy for cancellations made 7 days in advance. By taking this approach, booking
management systems, as well as cancellation policies may be optimised.

1. Introduction

One of the most significant issues that hotel managers face is trying
to match the hotel's capacity with demand. In the hospitality industry
the product cannot be stockpiled, which forces hoteliers to deal with
demand and the limited number of rooms in a specific time frame in
such a way that each unoccupied room does not result in a loss of
revenue {Citation}. This leads to hoteliers attempting to increase their
revenue by maximising occupancy, which involves dealing with future
demand. However, demand is subject to several external factors, such
as weather, political stability, high competitiveness and others, which
make it difficult to forecast. Reservations already placed may be can-
celled, adding even more complexity to the planning and organising
process of the hotel's capacity. Indeed, the importance that cancella-
tions have within the hotel and lodging industry is not just reflected in
terms of inventory management, but also in pricing strategies (Chen &
Xie, 2013). Cancellations may, at times, suppose a revenue loss ac-
counting for about 20% of income (Sierag, Koole, van der Mei, van der
Rest, & Zwart, 2015). The huge importance that cancellations have for
the lodging industry has led some authors to talk about the analysis of
“net-demand”, instead of just demand (Rajopadhye, Ghalia, Wang,
Baker, & Eister, 2001). Bearing in mind that hotels work with re-
servations for future services, which may be cancelled, requested
bookings do not reflect the real number of services to be provided by
the hotel, therefore “net-demand” represents the number of

reservations requested minus the number of cancellations (Antonio, de
Almeida, & Nunes, 2017a, 2019b; Romero Morales & Wang, 2010). This
approach allows segregating the problem of demand, so that instead of
treating it as a whole, apparent demand and cancellations can be stu-
died separately. Therefore, research can focus on one part of the pro-
blem, in this case, the analysis of cancellations, which is a critical aspect
for the hotel and lodging industry.

The impact that cancellations have on hotel chains has resulted in
the development of strategies designed specifically with the goal of
reducing cancellations. One such strategy is overbooking, which con-
sists in accepting more bookings than the hotel has capacity for, relying
on the fact that some cancellations will occur. The main aim of this
strategy is to match the number or clients who do not appear at the time
of service (no-show), last minute cancellations, as well as other can-
cellations notified in advance (Ivanov & Zhechev, 2011), so that hotels
can avoid having idle capacity as far as possible. If the number of ar-
rivals is below the forecast, hotels lose income because of unsold rooms.
Similarly when the capacity of a hotel is not large enough to assume the
demand, it incurs a loss of revenue because of having to relocate guests,
which can also affect their reputation and corporate image. Other
strategies, such as cancellation policies attempt to encourage customers
to cancel in advance (Chen & Xie, 2013) through the imposition of
restrictions within a specific period before the time of service (Law &
Wong, 2010). This is common practice in the hospitality industry (Chen
et al., 2011) and helps to reduce the number of no-shows and last
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minute cancellations (Zakhary, Atiya, El-Shishiny, & Gayar, 2011). On
the other hand, cancellation policies can have a negative impact on the
hotel's corporate social reputation, and at the same time may create a
discouraging effect on clients (Antonio, de Almeida, & Nunes, 2017b).
For these reasons, having information in advance about cancellations is
crucial for hotel management and different approaches have been de-
veloped with this in mind (Antonio et al., 2017b; Antonio, de Almeida,
& Nunes, 2019a; Falk & Vieru, 2018; Romero Morales & Wang, 2010).
In fact, forecasting plays a crucial role in the operations of modern
organisations because of supporting “a variety of business decisions,
from operational, to tactical, to strategic level, such as capacity plan-
ning, resource planning, advertising and promotional planning or tac-
tical production planning, among others” (Kourentzes, Rostami-Tabar,
& Barrow, 2017, pp1). Accurate cancellation forecasts may support
management in the decision-making process, as well as in the design of
optimal strategies to reduce the impact that cancellations have on in-
come. Nevertheless, the literature which addresses hotel cancellations
is underdeveloped (Antonio et al., 2019b; Zakhary et al., 2011) and
little is known about how to prevent them (Hajibaba, Boztuğ, &
Dolnicar, 2016). Moreover, literature about short-term hotel demand
forecasting has less presence than other revenue management related
research (Pereira, 2016).

The period of notice for a cancellation must be considered a critical
aspect, as cancellations placed close to the time of service may produce
a particularly high loss in revenue (Chen et al., 2011; Koide & Ishii,
2005). These cases leave hotel management with little margin to react
and may result in unsold inventory or substantial discounts having to be
made on price (Antonio et al., 2017a). This has become even more
critical in recent years because of the increasing use of online travel
agencies for hotel room bookings, which has led to customers making
several reservations before finally choosing one and cancelling the rest
(Antonio et al., 2017a; Chen et al., 2011). Moreover, e-commerce al-
lows customers to easily compare different offers and even read about
the experience of previous clients, thus adding to the risk of cancella-
tion (Koide & Ishii, 2005). Likewise, the growth of last-minute bookings
encourages customers to take advantage of more economical offers to
the detriment of previous reservations that are cancelled, with this
having a direct impact on cancellations.

Previous research has managed to forecast which individuals are
likely to cancel with a very high level of accuracy, above 90% (Antonio
et al., 2017a; C-Sánchez, 2019), however there is no research addres-
sing the forecasting of individual hotel cancellations made close to the
time of service. In order to fill this gap and, considering that this kind of
cancellation generates high revenue loss (Chen et al., 2011; Koide &
Ishii, 2005), the aim of this research is to forecast individual hotel
cancellations made close to the time of service through Artificial In-
telligence (AI) techniques based on real Personal Name Records (PNR)
provided from a four-star hotel chain located in one of the most tour-
istic places in Spain, the island of Gran Canaria. For this purpose, the
most commonly requested data by online booking agencies when cus-
tomers place a reservation were used. Accordingly, several existing
online booking agencies were consulted, such as Booking, Tripadvisor
and Trivago, together with large hotel chains like Radisson Hotels &
Resorts, Riu Hotels & Resorts or Meliá Hotel Resorts, among others. The
findings confirm that these companies use, at least, the variables se-
lected for this research (Table 1). Thus, by using the most common
variables we avoid using others that hotels might not have access to or
might be too complex to use. Client identification was not available in
the provided database and therefore, it cannot be used for the model
development. However, it can be seen as an advantage of the present
procedure as it makes for a more efficient data treatment process. The
use of this variable makes the performance of a specific search into the
whole database per customer obligatory. This, of course, would require
more time and computational resources. For the same reasons, the use
of external data sources, such as weather data sources or economical
indexes outside the organisation have not been used either. Along these

lines, it is worth noting that choosing a database is not an easy task and
looking for a convenient method to integrate different heterogeneous
data structures may complicate this stage (Antonio et al., 2019b; Haller,
Pröll, Retschitzegger, Tjoa, & Wagner, 2000). Therefore, the metho-
dology presented in this paper allows us to simplify the forecasting
process in terms of building the dataset and the data itself, which re-
presents one of the main advantages of this approach. It also leads to
more frequent training so that hoteliers are better able to follow the
market trend, which of course is especially important for forecasting
cancellations near to the time of service.

The main purpose of this research is to develop a model for ad-
dressing cancellations made in a short window of time using AI tech-
niques. In that sense, the proposed model attempts to detect individuals
likely to cancel close to the time of service, according to their char-
acteristics and the historical reasons they have for changing their
minds. The validation of this model has been carried out using real PNR
data provided by a hotel located in Gran Canaria (Spain), thus, the
configuration of the model has been carried out addressing the parti-
cularities of this hotel. In this regard, this approach attempts to forecast
individual cancellations likely to be made very close to the entry day,
from 4 day to 7 days in advance, and which can be considered “critical
cancellations” in that they leave management with no time to react.

2. Literature review

This section is composed of two subsections. In the first, the re-
lationship between hotel revenue management and forecasting is ex-
plained, while in the second previous forecasting approaches are pre-
sented for both hotels and airlines in which PNR data are used.

2.1. Revenue management and forecasting

One of the main aspects for maximising hotel revenue management
lies in the efficiency of the organisation and planning procedures for the
available rooms, not an easy task because of the uncertain environment
that the sector is exposed to. Economic crisis, inflation, environmental
changes, wars, regulatory changes, new client demand or technological
changes are factors that management must take into consideration in
this industry, among others (Yüksel, 2005).

Moreover, an unexpected reduction in demand often generates a
crisis in this sector because of the high sensitivity to fluctuations in
demand (Yüksel, 2007). For this reason, it is essential to understand the
environment in which hotels operate, as well as develop a strategy for
future room allocations (Mubiru, 2014). In this context, performing
accurate forecasts is necessary for optimising operations, as well as
supporting the decision-making process. As a general overview,

Table 1
Explanatory variables used for developing forecasting model.

Name Description Type

Status Booking status:
active, cancelled

Categorial

Adults Number of adults Numeric
Entity Entity through which booking was made Categorical
Nationality Nationality of the guest Categorical
Advance payment If require advance payment (1) or not (0) Categorial
Nights Number of nights to be spent at the hotel Numeric
Notice period Difference between booking date and arrival

date
Numeric

Day of creation Day in which booking was created Numeric
Month of creation Month in which booking was created Numeric
Day of check in Effective check in day Numeric
Month of check in Effective check in month Numeric
Average price Average room price Numeric
Channel Channel used for booking classified Categorial
Weekend Number of Saturdays and Sundays during the

stay
Numeric
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accurate forecasts help managers with medium- and long-term deci-
sions not only for determining hotel polices, human resources required
according to workloads or budget planning, but also for assisting in the
development of short-term occupancy schedules (Gunter & Önder,
2015; Hassani, Silva, Antonakakis, Filis, & Gupta, 2017). Bearing in
mind that forecasting models are based on historical data (Uysal &
Crompton, 1985), a number of investigations have encouraged man-
agement to consider the importance of having a reliable revenue
management system through which past data can provide value to the
organisation (Zhang et al., 2017). However, as mentioned earlier,
cancellation models in the hospitality industry are a huge challenge
because of the highly volatile and uncertain environment of this sector
(Yüksel, 2007). Naturally, unexpected changes (e.g. natural disasters,
pandemics or coups among others) can be easily identified as the main
reason for an increase in a hotel's number of cancellations. However,
trying to identify the cancellation drivers under normal circumstances
is more difficult, as they can have very widespread reasons that are
unknown to hoteliers and thus, little is known about how to prevent
them (Hajibaba et al., 2016). This situation becomes even more dra-
matic for short-horizon cancellations, because the guest's motivations
are constantly changing as the service time approaches (Romero
Morales & Wang, 2010). With this in mind, the present model has been
built with the intention of identifying short-time horizon cancellations
under normal demand conditions, so if customer behaviour is affected
by exceptional situations models must be retrained.

Originally for revenue management, forecasts were based on sea-
sonal data (e.g. the month, week or weather), mostly because it was the
only information available (Romero Morales & Wang, 2010). However,
more recently, Personal Name Records (PNR) have been used for this
(Tang, King, & Pratt, 2017). They contain a wide range of information
about the customers, which is collated at the time a reservation is made,
such as preferences, number of customers, nationality and other per-
sonal details. In the context of hotel cancellations, this approach allows
to know more about each customer and forecast not just anonymous
cancellation rates, but determine which individuals are likely to cancel
(Antonio et al., 2019a, 2019b). This kind of information is very valu-
able for hotel chains that are developing and investing in intelligent
systems to provide accurate forecasts (Zhang et al., 2017) and this has
prompted the use of “more mathematically sophisticated optimisation
engines” (Weatherford, 2016, pp1). Indeed, while traditional methods
such as explorative methods (e.g. time series analysis) have been widely
used to forecast within the industry, in recent years the amount of re-
search using AI-based models has increased because of the excellent
forecasting capacity they present (Song, Qiu, & Park, 2019), often
achieving better results than traditional models (Wu, Song, & Shen,
2017). In this regard, several investigations carried out within the in-
dustry have concluded that AI-based methods outperform traditional
ones (Burger, Dohnal, Kathrada, & Law, 2001; Chen & Wang, 2007;
Cho, 2003; Law, 2000; Li, Chen, Wang, & Ming, 2018).

2.2. PRN-based forecasts in the tourist industry and ensemble methods

The use of PNR data for forecasting within the tourism industry is
relatively new (Gorin, Brunger, & White, 2006) and research in this
area concludes that when using this information a more accurate model
can be built. In this section, PRN-based forecasting approaches ad-
dressing cancellation and no-shows within the airline and lodging in-
dustry are reviewed.

For the airline industry, most published research papers address the
no-show problem (Antonio et al., 2019b). In this regard, Garrow and
Koppelman (2004) applied a multinomial logit model using dis-
aggregate PNR data in order to forecast no-shows, early standbys and
large standbys, concluding that using PNR data and itinerary informa-
tion is possible to build more accurate models. Later, Gorin et al. (2006)
propose a cost-based model to forecast no-show rates in the airline
industry in which no-show rates were estimated assuming they

followed a normal distribution and, in a second stage, PNR data are
used to adjust these forecasts. In this research they conclude that by
using this model, income could increase between 15 and 18% for the
applied time window. Other strategies propose the mix of a traditional
model, based on the analysis of non-causal time series, with PNR-based
models. This is the case of the research published by Neuling, Riedel,
and Kalka (2004) who compared exponential smoothing results with
forecasts performed with tree-based models and a blended solution. It
was found that exponential smoothing outperformed tree-based
methods in the first stages, but it changed when more data were used
for that matter. However, the proposed blended model improved
overall. Tree-based models have been also used by Lawrence and
Cherrier (2003) who applied C4.5 decision-tree, a segmented Naive
Bayes algorithm and an ensemble aggregation method with the aim of
forecasting no-show rates in the airline industry. The results showed the
method outperformed conventional methods and improved income
rates between 0.4% and 3.2%. More recently, Cao, Ding, He, and Zhang
(2010) compared three different machine learning techniques, using
real data from a Chinese airline to forecast no-show rates. They con-
cluded that the most accurate model was the logistic regression model,
followed by artificial neural network and the decision tree model, re-
spectively.

In the hospitality industry recent research papers address the pro-
blem of hotel cancellation forecasts by employing PNR data. This is the
case of Romero Morales and Wang (2010) who compared several data
mining techniques with the aim of forecasting hotel cancellations by
applying different time frames. In their research, they used decision
tree-based methods, Naive Bayes based methods and support vector
machine (SVM), concluding that the latter is a promising method for
this task. Another important observation they made about their study of
different time frames is that the closer the reservation is to the time of
service, the less errors were found in each technique tested. Later re-
search in the field has forecasted individual cancellations using similar
AI techniques (Antonio et al., 2019a; 2019a) with a high rate of accu-
racy. In fact, Wu et al., (2017, pp517) note that techniques based on
Artificial Intelligence (AI) have been applied in the hotel and lodging
industry with a satisfactory performance. As stated by these authors,
Artificial Neural Network (ANN) models appear the most in literature,
followed by “Support Vector Regression (SVR), rough set model, fuzzy
system methods, genetic algorithms and Gaussian Process Regression
(GPR)”.

As it can be appreciated, advanced ensemble methods have been
successfully applied in the airline industry with the aim of forecasting
cancellations, however, no evidence has been found on the use of these
kinds of technique in the hospitality industry, thus providing a novel
factor to the present research. The goal of the ensemble learning
methods is to collect the output of several individual classifiers for
obtaining a more accurate result. The most popular techniques for en-
semble are the bootstrap aggregation (bagging) and boosting. While the
first one creates multiple versions of a predictor by sampling the
training set with a replacement so that the final result is obtained by
combining them; the boosting method uses the whole training set in
each iteration, assigning a weight for each training instance which is
adjusted during the process. As an example, Dietterich (2000) com-
pared bagging, boosting and randomisation as ensemble methods for
decision trees. He concluded that boosting obtined the best results in
most cases while the others achieved similar results. Opitz and Maclin
(1999) studied the effects of applying bagging and boosting methods for
ensemble decision trees and neural networks. They noted that while the
bagging method normally delivered better results than single classifiers,
in some cases boosting got much better results. However, boosting
proved to obtain worse results than the single classifier in some tests.
Despite the fact that there are multiple ensemble methods (Zhou,
2012), new ensemble models have been published. Most recently, Yu,
Lai, and Wang (2008) proposed a multistage nonlinear radial basis
function neural network ensemble for forecasting exchange rates,
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which uses the output of several neural networks in order to create an
ensemble applying another neural network structure. They note pro-
mising results considering this proposal outperformed the rest of the
methods used.

3. Model development

Data mining is a creative process in which data are treated to find
patterns, trends or rules that explain the underlying behaviour behind
them (Wirth & Hipp, 2000). In order to follow an orderly process, Cross
Industry Standard Process for Data Mining (CRISP-DM) was applied in
this study. This is a standard created for industry data mining, which
describes the life cycle of a data-mining project broken down in six
phases. The intention was to build an AI model with the aim of fore-
casting individual hotel critical cancellations, which could identify
specific customers likely to cancel close to the time of service.

In this section, firstly, the characteristics of the data used in this
research are described, as well as how the data was treated before
applying any of the methods. Secondly, the techniques applied in the
research are detailed.

3.1. Understanding the data set

This research was carried out applying different machine learning
techniques to real data provided by a hotel chain, which contain more
than 10,000 booking records between 2016 and 2018. In order to better
understand the particularities of the hotel collaborator, the main de-
scriptive characteristics related to the facilities, locations and key points
of the provided dataset are detailed later. This hotel is located in the
centre of Gran Canaria (Spain), one of the most relevant European
destinations in terms of the so-called, sun and beach tourism (Pérez-
Rodríguez & Acosta-González, 2007) and is ranked with a four-star
classification. The excellent weather conditions of Gran Canaria
throughout the year attract tourists from around the world but in par-
ticular from Europe. Almost 50% of the visitors are German and British,
followed by Norwegian, Swedish and Dutch holidaymakers (Medina-
Muñoz & Medina-Muñoz, 2012). This data coincides with the reserva-
tions at the hotel and therefore, it can be considered a representative
local hotel. Commonly, the facilities of this kind of hotel usually consist
of at least one swimming pool, a fitness area, outdoor sports tracks, food
service, sauna, spa, and business centres, and they usually offer com-
plementary services, such as bicycle renting or massages.

One of the most significant advantages of this proposal is that it has
been developed using the most commonly requested variables asked of
customers when they place a reservation by online travel agencies, the
hotel itself or through external platforms such as Booking or Trivago,
among others. Specifically, a total of 13 variables was used in-
dependently (Table 1), such as nationality, number of nights or channel
and only the variable “weekend”, which represents the number of
weekend days within the period of stay, was calculated from the ori-
ginal dataset. Likewise, the state of the reservation was assigned as a
dependent variable. This means if the booking was cancelled “close to
the entry day” or “with sufficient time”, therefore, this approach allows
using two-class probability estimation methods. In addition, different
time-horizons were considered, ranging from 4 days to 7 days prior to
the time of service. Takinginto consideration the excellent results
achieved by Antonio et al. (2017a) with an accuracy rate of above 90%,
as well as the work conducted by C-Sánchez (2019) with an accuracy of
98% when forecasting general hotel cancellations, the present research
is intended to go one step further, as it attempts to identify cancella-
tions that could be made close to the time of service. For this reason,
this approach focuses only on cancelled reservations, removing any
other type. It should be noted that during the construction phase of the
dataset the identity of the guests was not used, therefore, avoiding the
need to query the database, which significantly reduces computational
timing and resources. Finally, all variables were coded into numerical

numbers and normalised in order to reduce the sensitivity of the model
to the different scales and maintain the consistency when comparing
the outputs of the different models.

3.2. Methods and model

R statistical software (R Core Team., 2013) was used for the model
development in which several AI techniques within the supervised area
were applied. Accordingly, the following packages were used: C5.0
(Kuhn et al., 2018), Support Vector Machine (SVM) (Meyer et al.,
2019), Artificial Neural Networks (ANN) (Fritsch et al., 2019) and GBM
for tree boosting ensemble (Greenwell, Boehmke, & Cunningham,
2019).

All the proposed methods have been used for binary classification in
multiple tourism related researches, such as Maeda, Yoshida, Toriumi,
and Ohashi (2016), Sung, Chiu, Hsieh, and Chou (2011) for C5.0, Chen
and Wang (2007) or Romero Morales and Wang (2010) for SVM,
Claveria, Monte, and Torra (2015) or Jun, Yuyan, Lingyu, and Peng
(2018) for ANN or even all three within the same research (e.g. Akın,
2015). However, each method works in a different manner. The C5.0
algorithm is a tree decision technique, which attempts to split the
training set into smaller groups according to the data features so that
each part contains one single type by running an iterative process
(Mingers, 1989; Minz & Jain, 2003). One of the major advantages of
this technique relies on the possibility it brings to represent the final
tree structure, composed by nodes joined with branches, which allows a
better understanding of the classification process. This characteristic is
not applicable to SVM or ANN as they act as a black box. Specifically,
for binary classification, the support vector machine technique uses the
structure risk minimisation principle in order to find the hyperplanes,
which can better segregate both types according to the data features
(Bishop, 2006; Romero Morales & Wang, 2010). As it is not usual to find
linear classifications, this technique proposes a data transformation by
using a kernel function, which allows finding a more appropriate linear
segregation in a higher dimensional space. On the other hand, ANN
makes use of a structure composed by a certain number of neurons that
connect among themselves and are organised in one or more layers
(Hyndman & Athanasopoulos, 2018). The information is transmitted
through the network, in which each neuron weighs the sum of the
outputs in the previous layer and produces one single output after
passing through a transfer function (Agatonovic-Kustrin & Beresford,
2000; Livingstone Livingstone, 2008; Shalev-Shwartz & Ben-David,
2014). In addition, this research makes use of ensemble methods, which
lead a combination of multiple single classifiers to increase the fore-
casting capabilities (Opitz & Maclin, 1999). Specifically, the boosting
ensemble, one of the most popular techniques used, proposes to weigh
each single classifier in a way that a higher weight can be applied to
those misclassified items and therefore, weak learners can be reinforced
(Wang & Zhang, 2005).

The present methodology proposes to split the whole dataset in two
sets, the first one is used to set the boosting algorithm and the second
one to test the ensemble (Fig. 1).

In a first stage, a balanced training and testing set is created from
dataset A, which are used for training and forecasting critical cancel-
lations with C5.0, R-part, SVM and ANN techniques, as well as per-
forming an initial evaluation of each method. This procedure is re-
peated a hundred times in order to avoid the lack of reliability of single
training and testing, and in each case the training and testing datasets
are randomly selected. During this process, the result of each algorithm
and the actual values are saved to be used later for setting the ensemble
method. After that, dataset B, which contains 50% of the original da-
taset, is used for repeating the same procedure, but in this case, outputs
of each individual technique are used for evaluating the ensemble
method. Likewise, each individual method is evaluated in this second
run in order to properly compare the outputs across the different
techniques.
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4. Results

In order to analyse the results, a confusion matrix was used. This is
quite common in two-class problems and consists of a contingency table
that shows the difference between the actual and the predicted class
calculated in the test phase in a labelled table (Bradley, 1997). In order
to evaluate the models, several performance measures were applied,
such as the sensitivity “the proportion of true positives correctly de-
tected by the test” expresses, the specificity that is expected to measure
“the proportion of true negatives correctly identified by the test”
(Altman & Bland, 1994), the reliability of the model and the accuracy of
the proportion between the true positives forecasted and the total po-
sitive items (Table 1). In addition, a common way to evaluate a model's
performance is by using the ROC curve through the relationship be-
tween the true positives and true negatives forecasted along different
cut off points in a graph (Bradley, 1997). Indeed, the area under this
curve is another parameter analysed in this research (Fig. 1). It should
be noted that this approach attempts to forecast cancellations in a short
time horizon, which means that the data set is highly unbalanced,
reaching rates of 5%. This configuration makes it more complicated to
achieve accurate models because of the lack of data for training the
models.

According to the results (Table 2), the tree-based algorithm C5.0 is
the individual technique that shows the best output, followed by SVM
and ANN respectively. As can be appreciated, in the most unfavourable
case, which is the 4-day window, the least accurate rate of 60% cor-
responds to the ANN technique while the ensemble method achieves
73%, which is a good level of accuracy. A similar scenario is found for
the case of the Area Under Curve (AUC) (Fig. 2) where the ANN tech-
nique delivers the lowest value (0.60) and the ensemble method suc-
ceeded in improving the AUC at 0.73. This can be explained because of
the low number of positive cases that have a negative effect on the
training phase, especially for the ANN, which is data hungry. Regards
specificity and sensitivity, both are balanced in all cases, except for the
case of ANN, in which the specificity is slightly lower than the rest

however, sensitivity improves significantly.
In this research, four timeframes were considered, ranging from

those cancellations placed 4 to 7 days prior to the entry day, so that
when a greater period of time is considered, the number of actual
cancellations increases and thus, more positive cases are available for
training the models. This is reflected in the results, which improve as
more time prior to the entry day is considered, as well as, the specificity
and sensitivity, whose trend tends to be more balanced.

On the other hand, the results confirm that the ensemble technique
successfully improves the individual techniques in all cases, achieving
up to 14% of AUC above the lowest value and also reaching balanced
specificity and sensitivity. As an example of the significant improve-
ments achieved with the ensemble technique in Fig. 3 the performance
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Fig. 1. Flowchart of the forecast model.

Table 2
Summary of results: performance measures for each method.

KPIs C5.0 SVM ANN Boosting ensemble

4 days Accuracy 0.685 0.673 0.601 0.730
Precision 0.568 0.551 0.242 0.658
Specificity 0.650 0.639 0.559 0.701
Sensitivity 0.741 0.728 0.859 0.769
AUC 0.685 0.736 0.683 0.802

5 days Accuracy 0.738 0.698 0.674 0.793
Precision 0.635 0.694 0.443 0.778
Specificity 0.697 0.696 0.619 0.785
Sensitivity 0.799 0.699 0.825 0.803
AUC 0.807 0.767 0.729 0.873

6 days Accuracy 0.739 0.716 0.689 0.805
Precision 0.634 0.718 0.488 0.797
Specificity 0.698 0.717 0.635 0.800
Sensitivity 0.803 0.715 0.817 0.809
AUC 0.813 0.786 0.745 0.876

7 days Accuracy 0.736 0.716 0.692 0.805
Precision 0.700 0.705 0.538 0.808
Specificity 0.720 0.711 0.647 0.807
Sensitivity 0.755 0.720 0.776 0.804
AUC 0.808 0.778 0.740 0.885
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of the individual and ensemble methods is plotted for the forecasts of
7 days in advance.

5. Conclusion and future work

Having knowledge on potential cancellations is very valuable for
the hotel and lodging industry, as it is essential for those that belong to
this sector to minimise their idle capacity. In this sense, the data col-
lected during the booking process plays a vital role in helping hoteliers
to forecast cancellations and therefore, improve their booking sche-
dules.

This research has focused on forecasting hotel cancellations that are
made close to the time of service, using Artificial Intelligence techni-
ques applied to real PNR data, achieving good results. In this regard,
PNR data were provided by a four-star hotel located in Gran Canaria
(Spain) corresponding to reservations between 2016 and 2018.

Considering the scarce amount of literature in the field (Antonio
et al., 2019a; Hassani et al., 2017; Zakhary et al., 2011), this study
contributes to expanding knowledge on hotel cancellations, but it also
focuses on those cancellations that are more likely to generate a rev-
enue loss for the hotel. This is especially relevant as we are not aware of
any previous research that has specifically explored this particular issue
within the hotel and lodging industry. Furthermore, this study has fo-
cused on analysing individual customer features, thus allowing for a
more in-depth study of the customers themselves instead of a mass of
clients as has been done traditionally (Antonio et al., 2017a; Antonio

et al., 2019a; Falk & Vieru, 2018).
The main theoretical contribution arises in relation to the proposed

methodology, which allows forecasting hotel cancellations made with
short-time horizons with a good level of accuracy. Moreover, this
methodology makes for a more efficient procedure in terms of using a
simple data preparation procedure and a reduced number of variables.
It is not necessary to integrate external data sources, which could ser-
iously complicate this step, nor is it necessary to look at the individual
client history. In addition, it should be noted that this study has been
developed using only 13 variables, in comparison with other related
research papers, which use 37 variables (Antonio et al., 2017a).

This study has also allowed us to prove the effectiveness of using
ensemble algorithms for forecasting individual cancellations close to
the time of service, which improve the AUC up to 14% over the in-
dividual classifiers. This method can therefore, be considered a novel
approach, as we are not aware of it being used previously for fore-
casting hotel cancellations.

As far as the practical conclusions are concerned, the most note-
worthy is the use of AI techniques to PNR databases and the possibility
this brings of identifying individuals who are likely to cancel a few days
prior to the booking with a good level of accuracy and not just a ratio or
percentage of probable cancellations over the total number of bookings.

In terms of managerial implications, this research provides several
interesting findings. We have seen that short-time horizon cancellations
have the most negative impact for hotels (Chen et al., 2011; Koide &
Ishii, 2005), as they leave hoteliers with very little time to react, forcing
them in many cases to lose the sale or resell the room at a significant
reduction in price. This situation has become even worse in recent years
because of new customer behaviour, whereby consumers make several
bookings in multiple establishments in order to keep their options open,
until finally choosing one at the last minute and cancelling the rest
(Antonio et al., 2017a). In the same manner, the increase of last-minute
offers means clients take advantage of this situation by booking a
cheaper room and cancelling any previous reservations made. To re-
duce this risk, many hotels impose cancellation policies that usually
imply clients paying a specific amount if the cancellation is made after a
certain date. Although, this kind of policy has proven to be effective
(Zakhary et al., 2011), it can also have a negative impact on the hotel's
reputation. Indeed, booking managers try to avoid any arbitration or
litigation, especially in the case of groups (DeKay et al., 2004).

To overcome this situation, hoteliers may use specific forecasting
tools for short-horizon cancellations. The approach presented in this
paper provides information about future guests likely to cancel close to

Fig. 2. AUC performance of each method considering number of days in advance.
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Fig. 3. ROC curve for each method for the case of 7 days prior to the entry day
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the time of service and this can help management in improving their
strategies in order to maximise their capacity while assuming a lower
risk. One of the strategies currently used is overbooking, which aims to
sell services over and above the hotel's capacity, with the expectation
that some bookings will fall through. If hotel managers make decisions
based on reliable forecasts, overbooking risks may be reduced, so that
full capacity can be exploited and the relocating of guests can be
avoided, which not only impacts negatively on revenue, but also on the
hotel's reputation (Dong & Ling, 2015). Pricing strategies can also be
improved; for example, Abrate & Viglia (2016) encourage hotels to
offer only premium rooms during a certain period of time in which
reservations for standard rooms are almost guaranteed for the following
days. By taking these actions, hoteliers may increase profit, but they
also run the risk of losing some standard room reservations already
placed if they do not have access to a reliable short-time horizon can-
cellation-forecasting tool. In the same manner, having information on
the guests likely to cancel close to the time of service allows taking
proactive actions, such as contacting the clients directly by phone,
sending a reminder or trying to retain the reservation by offering spe-
cial discounts on additional services (e.g. spa, mini-golf or dinner,
among others).

With respect to the implementation of the proposed methodology in
a real environment, this procedure is very practical for several reasons.
One of the main advantages is the simplicity of the data process, which
allows for configuring models faster that, in turn, leads to more fre-
quent training, so that models can better reflect market trends. This also
supposes an advantage for hotels because it does not force them to
invest in expensive computational resources. At the same time, this
procedure works with the most-commonly requested data used in on-
line forms, which in some cases provides the only information avail-
able. These variables are presented in all online booking portals re-
viewed, from online travel agencies (e.g. Booking, Tripadvisor or
Trivago) to the hotels themselves (e.g. Radisson Hotels & Resorts, Riu
Hotels & Resorts or Meliá Hotel Resorts).

All the improvements that this methodology offers, together with
the promising results achieved using data analysis techniques highlight
the importance of keeping a reliable historical database in the hotel and
lodging industry and the additional value that it provides to organisa-
tions.

Finally, future research and the limitations of the present study are
presented. Future prospects should include the application of this pre-
sented methodology to other data sets provided by other hotels with
different characteristics, such as hotel location, customer target (luxury,
standard or economic), market niche or hotel policies (e.g. cancellation
policies) among others. It would be interesting to add new variables
related to customer preferences, such as special requests, types of ad-
ditional services required or booking purpose (e.g. business or plea-
sure). In addition, despite the fact that good results have been achieved,
it would be interesting to use larger datasets in order for the models to
be better trained.

With regards the limitations, as forecasting relies on historical re-
cords, if sudden changes are to occur (e.g. natural disasters, pandemics
or coups among others), the accuracy of the model could be initially
compromised until it is re-trained with the latest records.
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