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ABSTRACT

The complex structure of the vertical velocity field inside an anticyclonic eddy located just south of the Canary

Islands is analyzed through a high-resolution ocean model. Based on the flow divergence, vertical velocity is

decomposed into various forcing components. The analysis reveals that advection and stretching of vorticity are the

most important forcing contributions to the vertical velocity within the eddy. In the mixed layer, a small-scale

multipolar vertical velocity pattern dominates. This is the result of vertical mixing effects that enhance the surface

vertical velocity by increasing the ageostrophic velocity profile. As a result, an ageostrophic secondary circulation

arises that acts to restore thermal-wind balance, inducing strong vertical motions. Nonlinear Ekman pumping/

suction patterns resemble the small-scale vertical velocity field, suggesting that nonlinear Ekman effects are im-

portant in explaining the complex vertical velocity, despite an overestimate of its magnitude. In the eddy ther-

mocline, the vertical velocity is characterized by a dipolar pattern, which experiences changes in intensity and

axisymmetrization with time. The dipolar vertical velocity distribution arises from the imbalance between the

advection and stretching of the vorticity forcing terms. A vertical velocity dipole is also obtained by solving a

generalized omega equation from density and horizontal velocity fields, which also shows a preponderance of the

ageostrophic term. Theubiquity of dipolar vertical velocity distributions inside isolated anticyclones is supported by

recent observational findings in the same oceanic region.

1. Introduction

Knowledge of eddy dynamics, vertical mixing, horizon-

tal advection, and vertical eddy fluxes is continually

growing, driven in part by their impact on biogeochemical

cycles and potential roles in the modulation of the global

climate system (e.g., McGillicuddy et al. 2007; Mahadevan

et al. 2008; Ponte et al. 2013; Sheen et al. 2014). In par-

ticular, the analysis of eddy vertical velocities and their

relation to vertical mixing often represents a challenge

due to the short spatial and temporal scales involved in

their dynamics. This requires three-dimensional high-

resolution synoptic oceanographic observations. In this

regard, numerical models are useful tools for un-

derstanding the production of vertical velocity at dif-

ferent spatiotemporal scales.

Vertical velocity w inside eddies is related to a variety

of processes such as advection of vorticity (Hoskins et al.

1978; Viúdez et al. 1996; Pallàs-Sanz and Viúdez 2005),
eddy–wind interaction (e.g., Martin and Richards 2001),

linear and nonlinear Ekman effects (e.g., Thomas and

Lee 2005; McGillicuddy et al. 2007; Mahadevan et al.

2008; Calil and Richards 2010), and current- and SST-

induced Ekman pumping (Gaube et al. 2015). Moreover,

vertical velocity within eddies has a complex structure

(e.g., Viúdez andDritschel 2003; Koszalka et al. 2009; Calil

and Richards 2010; Cardona and Bracco 2012; Nardelli

2013; Ponte et al. 2013; Barceló-Llull et al. 2017). The

mechanisms that explain such structures within anticy-

clonic eddies are still not well understood. For instance,

Viúdez and Dritschel (2003) show a quadrupolar pat-

tern of vertical velocity in an inviscid, f-plane, nonforced

anticyclonic elliptical vortex model. On the other

hand, eddy–wind interaction may lead to an upwelling

(downwelling) at the center of anticyclonic (cyclonic)

eddies as shown by Martin and Richards (2001) and
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McGillicuddy et al. (2007). This interaction generates a

dipolar structure of vertical velocity due to nonlinear

Ekman pumping (Stern 1965; Mahadevan et al. 2008;

McGillicuddy et al. 2008). Moreover, wavelike vertical

velocity patterns inside coherent eddies with alternating

submesoscale cells of upwelling and downwelling are

reported in the idealized primitive equation model of

Koszalka et al. (2009). Through combined satellite and

in situ observations, Nardelli (2013) reports a complex

vertical velocity pattern for an Agulhas ring, likely due

to the presence of vortex Rossby waves. Recently,

Barceló-Llull et al. (2017) use high-resolution in situ

observations from the so-called Canary Eddy Corridor

(CEC; Sangrà et al. 2009) near the Canary Islands to

resolve a generalized omega equation. They find a di-

polar vertical velocity structure that is associated with an

intrathermocline eddy. A dipolar vertical velocity is

also investigated by Viúdez (2017) inside an isolated

marginally spheroidal vortex. Viúdez (2017) suggests

that the vertical velocity dipole is due to the precession

of almost plane isopycnals, related to the tilting of

the vortex.

Vertical mixing in the upper layers can also make an

essential contribution to the vertical velocity structure.

However, only a few studies have emphasized the effects

of mixing on vertical motions. This is partly due to noise

propagation through higher-order derivatives, nonlinear

effects, and the significant dependence on mixing param-

eterizations that must be included in the general formu-

lations. Garrett and Loder (1981) suggested that diabatic

mixing can drive ageostrophic secondary circulation at

fronts. Nagai et al. (2006) solved the quasigeostrophic

(QG) and semigeostrophic (SG) diabatic equations

(omega equation), showing that vertical mixing en-

hances vertical velocity in the upper ocean layers. Pallàs-
Sanz et al. (2010) used aK-profile parameterization (Large

et al. 1994) of vertical mixing in a generalized omega

equation for a California Current System front, and

showed that the effects of mixing are constrained to the

upper 100m, leading to an intensification of vertical

velocity (Giordani et al. 2006; Johnston et al. 2011).

Ponte et al. (2013) suggested that surface vertical mixing

within the mixed layer tends to destroy thermal-wind

balance, leading to the development of ageostrophic

secondary circulation. However, their formulation is

only valid at lowRossby number regimes, and they use a

constant value for the diapycnal diffusivity coefficient

Ky (e.g., Gula et al. 2014). The turbulent thermal-wind

(TTW) balance might also explain the upper ageo-

strophic secondary circulation associated with meso-

scale structures, but especially at submesoscale flows

with high Rossby numbers (McWilliams et al. 2015).

However, the TTW balance is confined to the surface

layer, where the eddy viscosity is large.

This study focuses on 1) analyzing the three-dimensional

structure of the mesoscale vertical velocity inside two

simulated anticyclonic eddies, a young circular anticy-

clone generated between Tenerife and Gran Canaria

islands (denoted A1) and an open ocean, mature, el-

liptical anticyclone (denoted A2) shown in Fig. 1a; and

2) diagnosing the influence of diapycnal mixing on the

vertical velocity field. The vortices analyzed here are

FIG. 1. Horizontal fields of the simulated 29 Aug. (a) Vertical component of relative vorticity normalized by

the Coriolis parameter Ro 5 z/f at z 5210 m and (b) vertical velocity wROMS (m day21) at z 5210-m depth.

The two vortices analyzed in this study, A1 and A2, are indicated in (a). The black horizontal line indicates the

zonal section.
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generated by the perturbation of the Canary Current

(CC) by theCanary Islands (Arístegui et al. 1994; Sangrà
et al. 2005; Jiménez et al. 2008; Piedeleu et al. 2009;

Mason et al. 2011) within a previously validated high-

resolution regional numerical model simulation (Mason

2009). The CEC is amajor pathway for long-lived eddies

in the northeast subtropical Atlantic. It represents an

important source of oceanic eddy kinetic energy in this

region, such as occurs in areas of strong eddying flows

(Calil andRichards 2010; Sheen et al. 2014). Sangrà et al.
(2009) observed a clear dominance of anticyclones over

cyclones. Such dominance has been reported in several

theoretical, observational, and modeling studies (e.g.,

Graves et al. 2006; Koszalka et al. 2009, 2010; Mason

et al. 2014).

2. Methods

a. Numerical model (ROMS)

A numerical simulation with the primitive equation

Regional Oceanic Modeling System (ROMS) is used to

investigate the vertical velocity within two mesoscale

eddies located in the lee of the Canary Islands. ROMS

uses orthogonal curvilinear coordinates in the horizon-

tal and terrain-following s coordinates in the vertical

(Haidvogel and Beckmann 1999). The barotropic and

baroclinic momentum equations are resolved sepa-

rately. The density is calculated diagnostically using the

equation of state of seawater. For the purpose of

the present study, it is important to emphasize that the

vertical velocity is inferred from the horizontal divergence

of the modeled currents. The ROMS outputs used here

are obtained using the University of California, Los

Angeles (UCLA) variant of the ROMS kernel

(Shchepetkin and McWilliams 2005, 2009), and the

model configuration is described in Mason (2009).

The numerical grid horizontal resolution is ;1 km,

with 60 sigma layers in the vertical, hereinafter called

region L2 (Fig. 1). This resolution is adequate to study

mesoscale and associated submesoscale structures (Capet

et al. 2008; Cardona and Bracco 2012) inside anticyclonic

eddies of the CEC. A two-stage one-way nesting is used to

achieve the desired L2 resolution over the Canary Islands.

An intermediate 3-kmgrid is used to couple theL2 domain

with a parent model grid of Dx5Dy5 7:5 km. Details of

the model initial conditions and surface and lateral

boundary forcing (all climatological), its validation, and

further model characteristics can be found in Mason

(2009) andMason et al. (2010, 2011, 2012). L2 is integrated

for three years, with daily averaged outputs of the three-

dimensional velocity field, salinity, temperature, and tur-

bulent diapycnal coefficients derived from the K-profiling

parameterization (KPP) from Large et al. (1994). The

model vertical velocity will be referred to as wROMS.

b. Decomposition of the vertical velocity field by the
flux divergence

To examine the different contributions to the complex

vertical velocity field of the A2 simulated eddy (Figs. 1

and 2), we infer the vertical velocity equation following

the approach suggested by Vallis (2006) and implemented

by Koszalka et al. (2009), based on the instantaneous

horizontal divergence of the flux. This is in essence how

ROMS computes the vertical velocity, and has been

tested in similar numerical studies (Koszalka et al. 2009,

2010; Zhong et al. 2012). The main differences of our

model in comparison with the idealized configuration of

Koszalka et al. (2009) are in the atmospheric forcing

FIG. 2. (a) Upper boundary layer depth hubl (m) temporal series,

from 15 Jul to 30 Dec, spatially averaged over the A2 eddy.

(b) Zonal vertical section of potential density anomaly su (kgm
23)

from 15.48 to 178W, at a fixed latitude of 26.558N, denoted in Fig. 1a

as a black line, for the A2 vortex (29 Aug). White contours are

isopycnals plotted every 0.15 kgm23. The continuous black line is

hubl (m). The dashed line shows the surface maximum gradient of

the square of the buoyancy frequency N2 (s22).
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term, due to the vertical distribution of the wind stress

curl in the Ekman layer and the implementation of

surface heat and water flux climatologies. The pres-

ence of rough bathymetry and topographic obstacles

to the flow (i.e., the Canary Islands and the African

coast) also contribute to a more realistic eddying

regional ocean.

Following Vallis (2006) andKoszalka et al. (2009), the

wROMS field is examined through its contributions, as

follows:
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(1)

where u and y are the zonal and meridional components

of the velocity field; ›/›x, ›/›y, and ›/›z are the partial

derivatives along the zonal, meridional, and vertical di-

rections; D/Dt5 ›/›t1 u›/›x1 y›/›y1w›/›z denotes

the material derivative; h is the sea surface elevation;

and AH is the constant biharmonic horizontal diffusion

with a constant value of 106m4 s21.

All terms are normalized by (z1 1 f )21 and (z2 1 f )21,

where z1 5 ›y/›x, z2 52›u/›y and z5 z1 1 z2 is the

vertical component of the relative vorticity. The sum of the

rhs terms of Eq. (1) will be hereafter referred to as wsum.

Differences between wROMS and wsum are mainly due to

offline computation of this equation, instead of computation

at every time stepas inROMS.Thesedifferences canbe seen

in Figs. 3a, 3b, 4a, and 4b. As is done by ROMS, we take the

wind stress t as a surface boundary condition. Thereby, the

wind effect in the vertical velocity field is explained in section

2c, in terms of a pumping Ekman mechanism, including the

linear and nonlinear Ekman pumping in the Ekman layer. A

full derivation of Eq. (1) is shown in the appendix.

The first rhs term of Eq. (1) formulates the material

rate of change of h. The term wAgeo is the ageostrophic

contribution and represents the material rate of change

of the pseudo relative vorticity (z1 or z2); that is, it

represents the instantaneous vorticity changes and the

advection of vorticity by ageostrophic effects (Koszalka

et al. 2009, 2010; Zhong et al. 2012). The term wStr is the

stretching of vorticity, and wTilt is the vortex tilting.

Through Eq. (1), Koszalka et al. (2009) and Zhong et al.

(2012) show that the vertical velocity is very complex

within the eddies. They associate this complexity with

the interplay of advection, stretching and instantaneous

vertical velocity changes. The last two rhs terms of

Eq. (1) account for the influence of mixing on the ver-

tical velocity field; these are the horizontal mixing wHmix

and vertical or diapycnal mixing wVmix contributions.

The diagnostic of vertical velocity through Eq. (1)

allows the inclusion of diabatic sources such as the ver-

tical mixing, which can be analyzed in detail. Other

forcing terms, such as total stretching and tilting terms,

are not included in the QG approximation but are

present in Eq. (1) (Koszalka et al. 2009). Therefore,

Eq. (1) allows us to analyze all the individual forcing

terms for the complex pattern of the vertical velocity

within the simulated anticyclonic eddy. Furthermore, to
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FIG. 3. Horizontal fields for 29Aug averaged over z 5 [21, 220] m, corresponding to each contribution of the

vertical velocity (m day21). (a) Vertical velocity given by the ROMS model (wROMS) and (b) the sum of the rhs

terms in Eq. (1) (wsum), (c) the sum of ageostrophic (wAgeo) and stretching (wStr) contributions, (d) tilting con-

tribution (wTilt), (e) horizontal mixing contribution (wHmix), and (f) vertical mixing contribution (wVmix). Super-

imposed light gray contours denote negative values of vertical velocity. Note the changes in the scale of color bars.

All fields have units of m day21.
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FIG. 4. As in Fig. 3, but averaged over z 5 [2200, 2800]m. Superimposed light gray contours denote negative

values of vertical velocity. Note the changes in the color bars. Dashed black contours are the free surface elevation

h (m), to highlight the shape of the A2 eddy.
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better understand the dynamics of the vertical velocity, a

diabatic generalized omega equation was used to diagnose

the vertical velocity (e.g., Viúdez and Dritschel 2004; Pallàs-
Sanz and Viúdez 2005; Barceló-Llull et al. 2017), which can

be solved for flows with high Rossby numbers by including

the ageostrophic forcing terms (see section 2d).

Two depth ranges have been selected, z 2 [surface,

220]m (within the mixed layer) and z 2 [2100, 2800]m

(within the thermocline). Although the analyses are fo-

cused on the A2 eddy (Fig. 1a), similar results using this

model configuration are obtained for other anticyclonic

eddies with similar Rossby number (Ro) and horizontal

divergence fields ubiquitous in the CEC (not shown).

c. Wind-induced vertical velocities

The inclusion of the advection of vertical vorticity by

the Ekman transport itself or so-called nonlinear Ekman

pumping has important and recognized consequences for

the development of vertical velocities inside eddies (see,

e.g., Stern 1965). The main implication of nonlinear

Ekman effects lies in that even a uniform (irrotational)

wind stress field will lead to nonlinear Ekman vertical ve-

locities. To explicitly examine the role of nonlinear and

linear contributions of the wind-driven vertical velocities

inside the anticyclone, we have computed the total Ek-

man pumping/suction velocity wEkT, splitting the linear

wEkL and nonlinear wEkNL contributions (Stern 1965):

w
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with tx and ty being the components of the wind stress.

This is the linear contribution where the wind curl

induces a divergence (or convergence, depending on the

wind-curl sign) of the Ekman transport and thus an

upwelling (or downwelling) at the eddy center. The

nonlinear term, wEkNL, is related to the advection of

absolute vorticity (f 1 zg) by the Ekman transport,

where zg is the surface geostrophic relative vorticity,

such that zg 5 ›yg/›x2 ›ug/›y, where ug and yg are the

horizontal components of the geostrophic velocity, by

the wind-induced Ekman transport in the mixed layer

(e.g., Niiler 1969; Thomas and Rhines 2002; Mahadevan

and Tandon 2006). It can be formulated as
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where ro 5 1026kgm23 is the mean density of water

within the eddy.

Notice that Eq. (2) is the stationary definition of the

surface Ekman layer dynamics over geostrophic flow.

The estimation of the frictional vertical velocity inside

the eddy is computed by considering sustained winds; in

this particular area (trade) winds usually last longer than

one inertial period. Furthermore, we force the model

with monthly wind fields rather than daily.

The wind stress is parameterized in terms of the wind

speed 10m above the sea surface level (U10):

t5 r
a
C

d
U

10
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where ra 5 1:22kgm23 is the air density. Here Cd is the

drag coefficient as a function of the wind velocity pa-

rameterized following Yelland et al. (1998) for low wind

speeds (3 # U10 # 6ms21) as
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whereas at high wind speeds (6 # U10 # 26ms21)

1000C
d
5 0:501 0:071U

10
. (7)

d. Decomposition of the vertical velocity field by a
generalized omega equation

To compare the vertical velocity obtained from the

horizontal flux divergence (i.e., wROMS) with an in-

dependent estimation of mesoscale vertical velocity, we

have solved the generalized omega equation from den-

sity and horizontal velocity (Viúdez et al. 1996; Pallàs-
Sanz and Viúdez 2005; Pallàs-Sanz et al. 2010) (wOMEGA

hereafter). In terms of the Q vector, the approximated

generalized omega equation (Viúdez and Dritschel

2004) is expressed as follows:

N2=2
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with Qh being the generalized Q vector:

Q
h
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h
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where the subscript h denotes horizontal components;

zaph 5 (2›zy
a, ›zu

a) is the ageostrophic pseudovorticity

vector and (ua, ya) are the horizontal ageostrophic ve-

locities. We refer to Viúdez et al. (1996) and Pallàs-Sanz
and Viúdez (2005) for further details. Notice that in

Eq. (8) the effects of diapycnal mixing are not included.

Hence, results from this analysis will be presented only

for the stratified fluid below the mixed layer (see Fig. 2).

The first rhs term in Eq. (8) can be seen as the hori-

zontal divergence of the straining deformation by the
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total horizontal current field. The second rhs term is the

ageostrophic pseudovorticity forcing term FPSE. One of

the advantages of the generalized omega equation is that it

explicitly includes both geostrophic and ageostrophic

components of the horizontal velocity in the divergence of

theQh vector (Viúdez et al. 1996; Pallàs-Sanz and Viúdez
2005), and hence it can be decomposed into the geo-

strophic component Qg and the ageostrophic compo-

nent Qa such as the divergence of the geostrophic Q

vector, FQG 5 2=h �Qg
h, and its ageostrophic counterpart

FQA 5 2=h �Qa
h. Through the integration of each indi-

vidual forcing term in Eq. (8), we obtain the vertical

velocity contributions of the deformation field wQT, the

contribution of the pseudovorticity termwPSE and,with the

decomposition of the deformation Qh vector in its geo-

strophic and ageostrophic counterparts, we obtain the

mesoscale vertical velocity driven by purely geostrophic

wQG and ageostrophic deformation wQA. Consequently,

wOMEGA 5wQT 1wPSE and wQT 5wQG 1wQA.

3. Results

The model reproduces the rich mesoscale variability

observed south of the Canary Islands in the form of

anticyclonic and cyclonic mesoscale eddies (Fig. 1a).

Notice that submesoscale structures associated with

mesoscale eddy interactions, such as small-scale fila-

ments, arise in the high-resolution simulations (Lapeyre

and Klein 2006; Capet et al. 2008). The eddy field is

characterized by high Rossby numbers Ro 5 z/f . Mean

values of jRo5 0. 7j near the surface indicate that

ageostrophy and, thus, vertical velocities may be sig-

nificant. Local maxima of jRoj ’ 3. 5 are associated with

submesoscale structures such as small-scale eddies and

filaments. Values of jRoj ’ 5 have been recently ob-

tained using drifter observations associated to sub-

mesoscale fronts in the Southern California Bight

(Ohlmann et al. 2017). Complex horizontal distribution

of the vertical velocity associated with the periphery of

mesoscale eddies is observed (Fig. 1b). At these depths

(z 5 210m) mesoscale vertical velocity is masked by

enhanced filamentary distributions of vertical velocity at

the eddy peripheries resembling submesoscale fronts.

Two anticyclonic eddies, A1 and A2, at a specific date

(29 August), have been selected for analysis of the ver-

tical velocity distribution (Fig. 1a), a young circular an-

ticyclone generated between Tenerife andGranCanaria

islands (A1) and an open ocean, mature, elliptical anti-

cyclone (A2). The A2 vortex has relatively high jRoj
valueswith strong negative z at the eddy core (Ro520.7).

Frontal filaments with alternating signs of z are visible

between the eddies as a result of straining during eddy–

eddy interactions.

The vertical density structure of the A2 vortex is

shown in Fig. 2. As expected for anticyclonic eddies,

the isopycnals deepen at the eddy center down to

z52800m where they are approximately flat, in-

dicating the base of the eddy. At the eddy periphery the

isopycnals outcrop at the surface. This eddy has an el-

liptical shape with a mean radius of 40.856 2.58 km and

experiences changes in its aspect ratio as it propagates

westward along the CEC. Previous observations of

westward propagating of CEC eddies by Sangrà et al.

(2009) suggested that these eddies modify their aspect

ratio during their translation. The radius and aspect ra-

tio are obtained by wavelet analysis of the Lagrangian

trajectories of virtual drifters released inside the A2

eddy (not shown). The deepening of the isopycnals at

the eddy center increases the mixed layer depth, com-

puted using the KPP, which usually refers to the upper

boundary layer hubl (Fig. 2a and continuous line in

Fig. 2b). This results in high stratification below hubl,

delimited by the maximum of the squared buoyancy

frequency N2 (dashed line in Fig. 2). The simulated hubl

has an annual mean value of hubl 5 65.22 6 29.88m,

averaged over the whole numerical L2 domain. In par-

ticular, the A2 eddy has, on average, hubl 5 35m at the

edges and hubl 5 80m in the center of the eddy. In-

terestingly, the averaged hubl of the A2 eddy deepens as

the eddy evolves (Fig. 2a).

a. Forcing of the eddy vertical velocity

In the mixed layer, a snapshot of the wROMS field

reveals a complex submesoscale wavelike pattern

(Fig. 3a) in which elongated cells or filaments of down-

welling and upwelling alternate around the vortex core.

Results also show that vertical velocities are more in-

tense at the eddy periphery. The sum of the rhs terms

of Eq. (1) is in agreement with wROMS, indicating that

the vertical velocity budget is in balance (Figs. 3a,b

and 4a,b).

Decomposition of wROMS by Eq. (1) shows that wAgeo

and wStr are the most important contributions to wROMS,

driving the vertical velocity distribution in the mixed

layer (Fig. 3c). Both exhibit the shape of an azimuthal

wave with a wavenumber of order 4, but they are out of

phase, thus largely canceling each other (not shown) and

so being represented here as a sum. The termwVmix is the

second most important contribution to vertical velocity

with maximum values of 63mday21 (Fig. 3f).

The wavelike pattern with alternating elongated cells

of vertical velocity in wTilt, wHmix, and wVmix (Figs. 3d–f)

seems tomatch the spiral structure of thewROMS pattern.

However, both wTilt and wHmix have magnitudes from 5

to 100 times smaller than the overall wROMS. Vertical

velocities due to h [first term on the rhs of Eq. (1)] are
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on average one order of magnitude less than wROMS

(not shown).

In the thermocline, the instantaneous wROMS field

consists of a cell of upwelling–downwelling at the eddy

core, differing from the wROMS complex submesoscale

mixed layer structure. The sum ofwAgeo andwStr is again

the most important contribution to wROMS (Fig. 4c).

Intense vertical velocity arises in places wherewAgeo and

wStr do not cancel completely each other. The remaining

contributions act as secondary forcing for the vertical

velocity eddy field within the thermocline (Figs. 4d–f).

The upwelling and downwelling cell coincides with

moderately high Ro values (jRoj 5 0.3–0.5) around the

eddy center and fades at the eddy base (z52800m;

not shown).

b. A comparison with a generalized omega equation

Forcing terms of the omega equation are analyzed to

obtain an alternative physical interpretation of the ver-

tical velocity (Fig. 5c). The comparison between wROMS

and wOMEGA is made by decreasing the resolution of the

model output fields (density and horizontal velocity) to

5 km in the horizontal and to 20m in the vertical. The

magnitude of the vertical velocity dipole of wOMEGA is

underestimated by an order of magnitude relative to

wROMS when Eq. (8) is forced with the original hori-

zontal resolution of ;1 km, although the dipole of ver-

tical velocity is still present. This can be attributed to

high submesoscale variability of the forcing on the rhs of

Eq. (8), which would introduce strong gradients in the

elliptic equation. Hence, the relaxation method used to

solve the equation would act to smooth the velocity field

by successive iterations. In consequence, this study

shows that higher-order versions of the omega equation

need to be used as themodel resolution is increased.With

this, the comparison shows that wROMS and wOMEGA are

very similar (Figs. 5a,b). Both vertical velocity fields

show a dipolar distribution of vertical velocity centered

at the eddy center, with the maxima located at around

300-m depth for both fields.

As illustrated in Fig. 5c, the sum of wQT and wPSE will

give the overall diagnosed vertical velocity wOMEGA.

Note that wOMEGA is mainly induced by the total

deformation of the density gradient (wQT). Calil and

Richards (2010) found that the divergence of the geo-

strophic Q vector was consistent with the simulated

wROMS for a mesoscale eddy near the Hawaiian coast,

especially in regions of intense vertical flows. We find

that a preponderance of the ageostrophic forcing is

found at the eddy thermocline, where wQA dominates

over wQG. In the first 200m of the water column wQA is

the main contributor to wOMEGA. Below 200m until the

base of the eddy,wPSE is themain contributor to the total

wOMEGA.

c. Temporal evolution of the vertical velocity
contributions terms

To demonstrate the temporal evolution of the rhs

terms of Eq. (1), we show the evolution of the spatial

root-mean-square for each contributing term, averaged

over the mixed layer (Fig. 6a) and over the thermocline

(Fig. 6b) are shown. The overall vertical velocity con-

tinues to be mainly dominated by the sum of wAgeo and

wStr at all times. Near the surface wAgeo and wStr tend to

increase with time from the end of August. There is a

transition of the regime of the evolution of the forcing

terms for vertical velocity after this date (hereafter,

transition time), with wVmix increasing with time along

FIG. 5. Zonal vertical sections for the A2 eddy of (a) total vertical velocity from the model wROMS, and (b) total vertical velocity

computed with all the forcing terms in the right-hand side of Eq. (8) (FQT 1FPSE), wOMEGA (m day21). Gray contours are isopycnals

plotted every 0.25 kgm23. Dashed gray contours denote negative values of vertical velocity. Both vertical velocities sections have a

horizontal resolution of 5 km. (c) The root-mean-square of the vertical velocities estimated with each individual forcing term in Eq. (8).
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with wAgeo, and with deepening of the mixed layer depth

(Fig. 2a). The remaining contribution terms also in-

crease but keeping a secondary role as forcing terms to

wROMS.

At the thermocline, the dominant forcing terms wAgeo

and wStr slightly increase from the end of August, to-

gether with wTilt, which becomes a relevant forcing term

for wROMS. This enhancement is accompanied by an in-

crease of wVmix. Also, wHmix is enhanced like the other

contribution terms, although they still have a secondary

order of importance related to wAgeo and wStr.

Figure 7 shows horizontal and vertical sections of

wROMS inside the A2 eddy for two specific dates, before

(10 August) and after (8 December) the transition time, at

both mixed layer and thermocline eddy layers. The first

case represents an early eddy life stage (Figs. 7a–c) whereas

the secondcase showsamature stageof theeddy (Figs. 7d–f).

Concerning vertical velocity patterns, in the mixed layer,

the small-scale vertical velocity cells are reinforced during

winter. At the thermocline, small-scale structures are en-

hanced, and the dipole is more patchy. The upper layer

vertical sections of each eddy stage (Figs. 7c,f) support

the above picture, displaying a significant enhancement

of wROMS within the mixed layer toward winter times.

For the particular case of the A2 eddy the diapycnal

mixing increases with time, this can be seen in Fig. 8

comparing two dates before and after the transition time.

This increase is reflected in the increase of the vertical

mixing contribution term wVmix in Figs. 6a and 6b. A

constant value ofKy 5 1025 m2 s21 in the ocean interior is

included in order to parameterize the effects of back-

ground turbulence, such as breaking of internal waves

(Large et al. 1994). Only some eddies exhibitKy above the

background value in the stratified thermocline, such as the

case of theA2 eddy (Figs. 8b,d), which in turn also exhibits

the highest values of jRoj in its core (see Fig. 1a).

d. The nonlinear Ekman effects in the eddy vertical
velocity

To analyze the effect of the wind in the vertical velocity

patterns within the anticyclonic eddy, the total Ekman

pumping [Eq. (2)] is compared for three different cases in

Fig. 9. First, a uniform wind blowing over an analytical

mesoscale Gaussian vortex is considered (Figs. 9a–c). Sec-

ond, nonuniform trade winds, given by model outputs,

blowing over the A1 eddy are explored (Figs. 9d–f). As the

anticyclone A1 is at a young stage, it still retains its axi-

symmetric shape. Total Ekman pumping on the elliptical

A2 eddy is computed using nonuniform trade winds

(Figs. 9g–i). To keep consistent comparisons, Ro for the

three eddies has the same order ofmagnitude (Figs. 9a,d,g).

Wind-driven vertical velocities for the Gaussian vortex

lead to a dipolar distribution of thewEkT field consisting of

an upwelling and a downwelling cell (Fig. 9c). The A1

vortex also leads to a dipolar distribution of thewEkT field,

but it is clearly distorted with respect to the idealized

configuration of the Gaussian vortex, with an increase of

wEkT magnitude toward the eddy periphery where strong

gradients of geostrophic vorticity occur (Fig. 9f). For the

case of the A2 eddy, the pattern of the wEkT field is much

more complex, displaying important submesoscale vari-

ability (Fig. 9i), and resembling the wavelike vertical ve-

locity pattern seen in the upper layers (see Fig. 3a). The

wEkNL field (Figs. 10e,f) resembles thewEkT field (Figs. 9f,i),

with downwelling on the western flank and upwelling on

the eastern flank for both A1 and A2 eddies, indicating

the dominance (2–3 times larger) of nonlinear Ekman

pumping over the linear Ekman pumping (Figs. 10a–d).

4. Discussion

a. Vertical mixing enhances vertical velocity at the
mixed layer of the eddy

Our results indicate that the influence ofwVmix forcing

is constrained within the mixed layer (Nagai et al. 2006;

Koszalka et al. 2010; Pallàs-Sanz et al. 2010), and may

FIG. 6. Root-mean-square (rms) temporal evolution of each con-

tribution term (mday21) for (a) rms averaged over the mixed layer,

z 5 [surface, 220]m, and (b) rms averaged over the pycnocline, z 5
[2200, 2800]m depth . The temporal series are smoothed by using

weighted linear regression to improve visualization. Vertical dashed

lines represent the dates used to compare two eddy stages; i.e., before

and after the transition date in Fig. 7, for 1 Aug and 8 Dec, respec-

tively. The x axis denotes the end of each month.
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FIG. 7. Horizontal snapshots of vertical velocity wROMS (m day21) for the A2 vortex for two dates and depths:

before the transition time (1 Aug) at (a) z 5 220m and (b) z 5 2300m, with (c) the surface vertical section

denoted as the dashed line in the horizontal snapshots, and (d)–(f) as in (a)–(c), but for a date after the transition

time (8 Dec). Dashed light gray contours indicate negative values of vertical velocity. Superimposed dashed

contours in (b) and (e) denote the free surface elevation h (m). Gray contours in (c) and (f) are isopycnals plotted

every 0.25 kg m23.
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indirectly control the magnitude and distribution of

wROMS by influencing the wAgeo contribution term (see

Fig. 11a). Vertical mixing acts as a source of ageo-

strophic velocity breaking the thermal-wind balance by

smoothing of the vertical velocity profiles (Ponte et al.

2013). Consequently, vertical mixing directly drives

ageostrophic motions that increase the ageostrophic

term, and hence the total vertical velocity in the mixed

layer (Fig. 11a). Moreover, the spiral vertical velocity

pattern forwVmix resembles the near-surfacewROMS field

(Figs. 3a,f).

Subsurfacemaxima inwAgeo andwVmix at around 30-m

depth in Fig. 11a are suggestive of a TTWbalance, which

could also explain the secondary circulation in the upper

layers of the eddy. TTW is obtained by considering the

vertical mixing of momentum in the thermal-wind bal-

ance equations. Gula et al. (2014) show that a TTW

balance could adequately describe the vertical velocity

patterns where the vertical eddy viscosity is large in the

upper boundary layer. However, TTW is often found in

submesoscale strain-induced fronts and filaments that

occur at the eddy peripheries. The results shown here

point out that the enhancement of the ageostrophic term

due to vertical mixing occurs within the full mixed layer

of the eddy, and is not restricted only to the regions

between the eddies and their boundaries.

The base of the mixed layer appears to impose a

barrier to the extension of the vertical velocity bands

which drastically fade below hubl (Figs. 7c,f and 11b,c).

This is due to the absence of sources of turbulent kinetic

FIG. 8. Snapshots of the diapycnal diffusivity coefficientKy in logarithmic scale, for two dates and depths: before

the transition time (1 Aug) at (a) z5210m in the mixed layer and (b) z5240m below the mixed layer, and after

the transition time (8Dec) at (c) z5210m and (d) z52120m below themixed layer, covering the entire numeric

domain.White contours show the free surface elevationh (m). Black dashed circles denote the eddyA2 analyzed in

this study. Note changes in the color bar.
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energy at the base of themixed layer. These sources may

be vertical shear driven by direct wind erosion and near-

inertial vertical shear confined within the mixed layer.

Because near-inertial waves inside anticyclonic eddies

do not remain in the mixed layer for a long time, there

are no sources of near-inertial vertical shear available

for mixing and entrainment (Jaimes and Shay 2010).

There is a transition time since the end of August

when the regime of the contribution terms for the

vertical velocity changes. Near the surface the vertical

mixing increases in magnitude with the vertical velocity.

Hence, it is expected that an enhancement of wVmix re-

inforces the magnitude of wAgeo and, as a consequence,

there is less cancellation with wStr. This results also in

larger wROMS in the upper layer (Fig. 11a) as a conse-

quence of the thermal-wind restoring balance. Notice

that vertical mixing is intensified as the mixed layer

depth deepens toward autumn/winter (Figs. 2a and 8).

FIG. 9. For three different vortices, (top) a synthetic Gaussian vortex, (middle) theA1 vortex, and (bottom) the A2 vortex, respectively,

(a),(d),(g) the geostrophic vertical component of the relative vorticity normalized by the Coriolis frequency (z/f ), and (b),(e),(h) the wind

stress vectors t (Nm22), with the wind stress magnitude in grayscale. Black contours are h (m) in (b)–(h). A uniform wind field is used

for (a); (c),(f),(i) the total Ekman pumping wEkT (m day21) by computing Eq. (2). Superimposed dashed gray contours denote negative

values of Ro and vertical velocity. Both vortices A1 and A2 are highlighted in Fig. 1a.
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FIG. 10. Latitudinal averages of the wROMS at the Ekman layer depth, total Ekman pumping wEkT, nonlinear

Ekman pumpingwEkNL, and the linear Ekman pumpingwEkL (all inmday21) for (a) theA1 eddy and (b) theA2 eddy.

Shaded areas denote the standard deviation error. Vertical dashed lines show vortex centers. The distance from the

eddy center (km) is shown at the bottom. Instantaneous snapshots (29Aug) of (c)wEkL and (e) wEkNL (mday21) are

depicted for theA1 eddy. (d),(f)As in (c) and (e), but for theA2 eddy.Gray contours in (c) and (d) are the free surface

elevation h (m). Superimposed dashed contours denote negative values of vertical velocity.
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The forcing time variations in the mixed layer are consis-

tent with the seasonality found in submesoscale regimes

reported in recent modeling studies (Mensa et al. 2013;

Brannigan et al. 2015) and observational studies (Callies

et al. 2015; Buckingham et al. 2016), where the variance of

Ro numbers and mixing are enhanced in winter times.

b. Influence of Ekman pumping on the vertical
velocity field

The total Ekman pumping is mainly driven by nonlinear

Ekman term, in agreement with the general magnitude/

pattern of wROMS in the mixed layer (see Figs. 3a and 9i).

The dominance of nonlinear Ekman pumping is related to

ageostrophic dynamics for large Ro, causing the Ekman

transport divergence to vary proportionally to the inverse

absolute relative vorticity (f 1 z) rather than only plane-

tary vorticity (Niiler 1969; Stern 1965; Thomas and Rhines

2002). This term includes the tilting of vertical relative

vorticity, which allows for vertical velocities even with

horizontally uniform wind stress (Stern 1965). The other

important effect is that for high Ro flow structures the

horizontal gradients of vertical vorticity are enhanced,

probably increasing the advection of vertical vorticity by

Ekman transport. Both effects can change the magnitude

of nonlinear Ekman pumping. The averaged linearEkman

pumping field shows an inverted normal distribution rather

than a Gaussian distribution as theorized byMcGillicuddy

et al. (2008), likely due to a nonuniform southwestward

wind field. The results indicate that although vertical ve-

locity can be relatedwith nonlinearEkman pumping at the

FIG. 11. (a) Rms of each contribution term to the vertical velocity wROMS for the A2 eddy. Snapshots of zonal

vertical sections at upper layers of theA2 eddy with (b)wROMS (m day21), and (c) vertical mixing contribution term

wVmix (m day21). Horizontal continuous and dashed black lines denote the upper boundary layer hubl (m) and the

surface maximum gradient of the buoyancy frequency squaredN2 (s22), respectively. Dashed gray contours denote

negative values of vertical velocity. Gray continuous contours are isopycnals plotted every 0.15 kgm23. The zonal

section is delimited by the black line shown in Fig. 1.
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mixed layer, this process is not able to explain the dipole

pattern of the vertical velocity at the thermocline layers.

It is worth considering the validity of Stern (1965)’s

formulation of the Ekman pumping for anticyclonic

curved flows with Ro numbers approaching unity, such

as the case here. McWilliams (2017) shows that im-

portant nonlinearities arise in the surface boundary

layer current dynamics if Ro is large. Wenegrat and

Thomas (2017) recently extended Stern’s (1965) for-

mulation to consider the high-order effects in flows

with curvature. They pointed out that including higher-

order terms in Ro number on the Ekman pumping

velocity leads to an improvement in accuracy. The

authors show a reduction (increase) of the magnitude

of the Ekman pumping in a circular submesoscale an-

ticyclonic (cyclonic) vortex, which is a consequence of

the pumping in Eq. (2) (Stern 1965). Testing the ac-

curacy of the Ekman pumping in the numerical anti-

cyclone is outside of the scope of this study, although

Wenegrat and Thomas’s (2017) formulation should be

considered in future work as it would increase the ac-

curacy of the wind-forced vertical velocity in simulated

mesoscale eddies.

c. Subsurface vertical velocity dipolar structure

The dipolar cell of vertical velocity is mainly forced by

the combined effects of stretching and advection of vor-

ticity. The dipolar structure of vertical velocity and the

dominance of the ageostrophic forcing terms are also

shown by diagnosing the vertical velocity from Eq. (8)

from the terms wQA and wPSE. These terms are analogous

to the advection of vorticity and instantaneous changes in

the vertical velocity given in Eq. (1). Despite using dif-

ferent approaches, both analyses reveal that ageostrophic

forcing and advection of vorticity are relevant for inference

of vertical velocity dipoles within mesoscale eddies.

The dipoles are ubiquitous in all the simulated me-

soscale eddies (both cyclones and anticyclones), varying

in intensity over time (Fig. 12). From wavelet analysis of

numerical Lagrangian trajectories (not shown), a fluid

particle takes typically about 8 days to do one revolution

along the potential vorticity (PV) surfaces of the anti-

cyclonic eddy. This rotation rate matches rather well

with those observed by Sangrà et al. (2005, 2007) from

drifters deployed inside Canary Island eddies. By con-

trast, the vertical velocity dipolar structures revolve

FIG. 12. Temporal evolution of the vertical velocity dipolar structure for various eddies south of the Canary Islands. Snapshots

correspond to horizontal maps of vertical velocitywROMS (m day21), at z52300 m, plotted every 5 days from 1 Sep. Potential density

anomaly su (kg m
23), at 300-m depth is plotted as continuous gray contours with an interval of 0.02 kg m23. The eddy-core edge fitted

to an ellipse is delimited in black. The dashed black contour is the isopycnal 26.87 kg m23. Superimposed dashed gray contours are

negative values of vertical velocity.
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anticyclonically with a slower speed, taking;30 days to

complete a cycle as shown in the time evolution of ver-

tical velocity in the anticyclone A2 (Fig. 12).

The vertical velocity dipoles also experience changes

in their vertical velocity magnitude with time. Figure 12

shows that it weakens on 10 September (Fig. 12c) but is

then reinforced 10 days later (Fig. 12e) and maintains its

intensity for two weeks (Figs. 12e–h). Similarly, the

weakening/strengthening of the vertical velocity dipole

is shown in Fig. 13. Weaker stages of vertical velocity

dipoles should not be attributed to a shallow vertical

extension of the dipole in the water column since its

vertical extension appears to be constant along the eddy

lifespan. This is shown in Fig. 13, where the vertical

velocity dipole between z5 100–300m weakens from

23 August (Fig. 13a) to 9 September (Fig. 13b). After

’14 days, the vertical velocity dipole strengthens again

on 23 September (Fig. 13c) and maintains this intensity

for 30 days. Below the eddy (z521000m), vertical

velocity dipoles are also ubiquitous but decoupled with

the ones associated to the surface intensified anticy-

clonic eddy A2 (Fig. 13).

Another issue is whether the intensity of the dipoles

can be related to the vortex axisymmetric state. In a

perfect ellipsoid of PV, potential density su and PV

contours are not exactly parallel at the vertexes of the

ellipse. As a consequence, the particles that approach a

vertex, and move along PV contours faster than the

phase speed of the eddy, must climb (w. 0) or descend

(w, 0) the isopycnal surfaces to conserve PV (Viúdez
and Dritschel 2003). Regions of crossing su and PV

contours also can be interpreted as regions of enhanced

dynamical imbalance and hence vertical circulation. To

quantify axisymmetrization, the eddy-core edge is de-

fined as the isopycnal along which the average of the

horizontal velocity magnitude is maximum (Chaigneau

et al. 2011). Next, the isopycnal contour can be fitted

to an ellipse (black contours in Fig. 12) to obtain

the eccentricity « that represents changes in the

axisymmetrization period of the eddy. Qualitative visual

examination of wROMS and the fitted ellipses in Fig. 12,

suggests that the eddy’s axisymmetry is correlated with a

weak vertical velocity (Figs. 12c,d for vortex A2). Re-

sults indicate that « 5 0.44 for weak vertical velocity

(rms 5 2.64mday21) (Fig. 12c), « 5 0.66 for moderate

vertical velocity (rms 5 5.48mday21) (Fig. 12f), and

«5 0.76 for strong dipolar structures of vertical velocity

(rms 5 6.60mday21) (Fig. 12h). The same is found for

results of Figs. 13a–c, with « of 0.71, 0.47, and 0.60

corresponding to rms of vertical velocities of 5.20, 2.93,

and 5.14mday21, respectively. This suggests that verti-

cal velocities in the pycnocline may be strengthened

when the eddy loses its axisymmetrization to become a

less circular eddy. Notice that for single signed PV el-

liptical balls the distribution of vertical velocity is quad-

rupolar (Viúdez andDritschel 2003) and contrasts with the

dipolar distribution found here. Differences may be be-

cause anticyclone A2 1) is not a single signed PV ball but

an isolated eddy with positive vorticity on the outer edge,

2) is not a symmetric ellipsoid but rather a deformed cir-

cular eddy, and 3) is forced by climatological winds.

In general, the ageostrophic and stretching terms are

the dominant forcing of the wROMS field at the thermo-

cline and remain almost constant during the transition

time (Fig. 6b). However, the wTilt and wVmix forcing

terms increase resulting in larger small-scale vertical

velocity and inducing more patchy, but enhanced, di-

polar vertical velocity. Thereby, it seems that both

forcings, along with changes of the vortex axisymmet-

rization, can interplay to maintain or diffuse the vertical

velocity pattern within the eddy. Recently, Viúdez
(2017), in an idealized numerical study of marginal

isolated vortices, suggests that vertical velocity dipolar

patterns are related with the axial precession (likely by

FIG. 13. Horizontal maps of vertical velocity wROMS (m day21), for the A2 eddy at four different depths: 2100, 2200, 2300, and

21000m. To show variations in the magnitude of the vertical velocity dipolar structure, three dates are taken into account: (a) 23 Aug,

(b) 9 Sep, and (c) 23 Sep. Contours of relative vorticity z (s21) are represented in gray (black) for z . 0 (z , 0).
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vortex tilting) of a spheroidal vortex. This cause the in-

clination of the isopycnals that ultimately leads to the

upward and downward motion of fluid particles. How

these processes impact on the vertical velocity dipole

dynamics within eddies is not a straightforward issue and

must be analyzed in detail in future studies.

5. Concluding remarks

Themain results of this study indicate that the vertical

velocity inside an anticyclonic eddy in the CEC is

strongly linked to ageostrophic effects. Nonlinear

Ekman pumping (Stern 1965) contributes significantly

to the filamentary structures of vertical velocity within

the mixed layer of the simulated anticyclonic eddies,

although it overestimates the magnitude (see Wenegrat

and Thomas 2017).

In terms of vertical velocity structure, two different

vertical velocity patterns are found inside the simulated

eddies. In the mixed layer, vertical velocity exhibits a

wavelike pattern with alternating filaments of down-

welling/upwelling cells around the eddy core. This pat-

tern is triggered by vertical mixing at moderately high

Ro and variable Ky, which indirectly controls vertical

velocity by enhancing the ageostrophic contribution

term and breaking thermal-wind balance. The temporal

evolution of the vertical velocity contribution terms

shows that vertical mixing can modulate the magnitude

of the ageostrophic term. Therefore, increases of near-

surface mixing induce enhancements of vertical velocity

in agreement with the seasonality of submesoscale

structures.

In the thermocline, a recurrent dipole-like structure of

vertical velocity dominates the core of the analyzed

eddy. The dipolar structure rotates anticyclonically

around the eddy center and has a mesoscale smoothed

structure (contrary to the small-scale structure of the

vertical velocity in the mixed layer). A vertical velocity

dipole within a CEC anticyclonic eddy was recently re-

ported from in situ density and horizontal velocity by

Barceló-Llull et al. (2017). The vertical velocity dipolar

distribution is mainly induced by the advection of vor-

ticity through a combined effect between the ageo-

strophic and stretching terms. Results suggest that the

dipole becomes more patchy and diffuse, though in-

tensifying its magnitude, as the tilting and vertical mix-

ing terms increase during autumn and winter times. This

can also be related with cycles in the eddy axisymmet-

rization as the dipole of vertical velocity is reinforced

with elliptical phases of the eddy.

The vertical velocity dipole is also obtained when a

generalized omega equation is solved for ROMS’s

density and horizontal velocity. The results show that

the use of the generalized omega equation leads to

consistent estimates of the magnitude of the vertical

velocity field below themixed layer inside themesoscale

eddy. Moreover, analysis of the omega equation forcing

terms shows that the divergence of the total Q vector

dominates the vertical velocity field. The straining de-

formation is mainly induced by the ageostrophic hori-

zontal field. The termwQA dominates the upper 200m of

the water column, and wPSE controls the wOMEGA field

below 200m. This indicates that the ageostrophic terms

are the main forcings on the distribution of the vertical

velocity within the simulated mesoscale eddy in agree-

ment with the analysis of vertical velocity through in-

tegrating the divergence equation vertically.

In conclusion, we suggest that the vertical velocity

dipolar structures withinmesoscale eddies are due to the

sum of the ageostrophic and stretching terms, which

are a similar forcing term to the divergence of the

ageostrophic Q vector plus the pseudovorticity forcing

term or the ageostrophic advection of relative vorticity.
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APPENDIX

Derivation of Eq. (1)

We decompose the vertical velocity field similarly as

in Koszalka et al. (2009) (their appendix A). The dif-

ferences in derivation and final expression of Eq. (1) are

explained below.
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Horizontal momentum conservation equations under

Boussinesq approximation are:
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with D/Dt5 ›/›t1 u›/›x1 y›/›y1w›/›z as the ma-

terial derivative; AH is the horizontal mixing coeffi-

cient, Ky is the vertical mixing coefficient computing

using the KPP (Large et al. 1994), U5 (u, y, w) is

the three-dimensional velocity field, f is the Coriolis

parameter, p is the pressure, and ro is a constant

reference density (1026kg21m23).

The curl of Eqs. (A1) and (A2) through cross-

differentiation by ›/›y and 2›/›x yields
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After a little algebra, Eqs. (A3) and (A4) can be

written as
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where z1 5 ›y/›x and z2 52›u/›y, and z5 z1 1 z2 is the

vertical component of the relative vorticity. Notice that

the pressure terms are canceled when subtracting.

To obtain Eq. (1), Eq. (A5) is divided by (f 1 z2) and

Eq. (A6) by (f 1 z1) and summed to give ›w/›z5
2›u/›x2 ›y/›y. Vertical integration of the latter ex-

pression (i.e., the divergence of the flow) is used to di-

agnose the vertical velocity in a hydrostatic Boussinesq

primitive equation framework.

In contrast toKoszalka et al. (2009), thewind effect on

the vertical velocity is not included explicitly in Eq. (1)

[cf. Eqs. (A1) and (A2) in this appendix with the ones of

appendix A in Koszalka et al. (2009)] and it is analyzed

separately, in an Ekman layer dynamics sense. More-

over, the stretching term is joined to the ageostrophic

terms in the analysis, since their tendency is to cancel

each other (Koszalka et al. 2009).
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