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a b s t r a c t 

The resolution of the radiative transfer equation in radiation-hydrodynamic simulations of astrophysical 

plasmas require radiative opacities. In this work, an analysis of the monochromatic and multigroup opac- 

ities of an astrophysical plasma mixture has been carried out. The study has been made in ranges of 

electron temperatures and densities of 1 − 10 0 0 eV and 10 11 − 10 20 cm 

−3 , respectively, a wide range of 

plasma conditions that can be found in several astrophysical scenarios where local and non-local ther- 

modynamic regimes are attained. Collisional-radiative calculations were performed to obtain the plasma 

level populations and the monochromatic opacities in that range of plasma conditions, covering both 

thermodynamic regimes. Since the astrophysical mixture includes chemical elements from hydrogen to 

iron, their contribution to the total opacity will depend on the plasma conditions and we have made a 

characterization of their contribution as a function of the electron density and temperature and also of 

the photon frequency. Multigroup and gray approaches are commonly used in the radiative transfer equa- 

tion in radiation-hydrodynamic calculations. We have analyzed the influence of the number of the groups 

in the accuracy of the multigroup opacities and we have showed that, for a given plasma condition, the 

opacity of the multicomponent plasma in the gray approach may be considerably influenced by only 

some of the contributing elements, due to the influence of the weighting function in the mean, which 

can lead to great differences with respect to the monochromatic opacity. Finally, since there are situa- 

tions in which the self-absorption of the plasma radiation becomes relevant due to the dimensions of the 

plasma, we have performed an analysis of the influence of the radiation trapping in the monochromatic 

and multigroup opacities in terms of the plasma conditions and the width of the plasma slab, assuming 

the plasma with planar geometry and we have also studied the departures of the local thermodynamic 

regime. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Radiative opacities play a key role in plasmas in astrophysics

cenarios. Thus, for example, the opacities of stellar mixtures are

esponsible for the energy transfer in the stars which has an im-

act in the stellar structure and evolution [1] and pulsation [2] ,

hey rule the levitation of metals in the stellar interiors [3] and

hey are also important in radiative shocks in optically thick me-

ia [4] . Furthermore, radiation hydrodynamic simulations of astro-

hysical flows require of opacities due to the coupling between hy-

rodynamic or magneto-hydrodynamic and radiative transfer equa-

ions. 

The radiative quantities of particular interest in radiation hy-

rodynamic simulations are the radiative energy density, flux and
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ressure tensor, which involve integrals of specific intensity over

he frequency variable [5] . This fact justifies to integrate the equa-

ion of transfer over frequency and the use of frequency-averaged

adiative opacities. On the contrary, when solving the radiative

ransfer equation the use of a mean opacity approach that aver-

ges over the whole spectrum might be too crude. However, the

irect method based on the use of detailed opacities, that include

 large number of frequency points in order to represent all the

ajor features of the opacities, frequently involves considerably

ong computational times, overall for complex spectra and when

he radiative transfer equation is coupled to hydrodynamic sim-

lations. A widely accepted approach for handling the frequency

ariable in the equation of transfer is the multigroup method [6] .

n this approach, the opacity spectrum is divided into a number

f frequency groups, each of which spans a definite range. Within

ach group, the radiative opacity is replaced by its weigthed inte-

rals over the group. Planck or Rosseland means are generally used

https://doi.org/10.1016/j.jqsrt.2019.106633
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in the multigroup method. This method is preferable to the one-

group method, or gray approach, since as the number of groups

increases the frequency-averages of the opacity are less sensitive

to the weighting function used in computing these averages and,

therefore, a relatively crude estimate for the specific intensity will

lead to more accurate results in the former method than in the

latter one [6] . 

Much effort has been devoted in the calculation of radiative

opacities of astrophysical plasmas in the local thermodynamic

equilibrium (LTE) regime approach [7–13] . LTE regime is attained

in plasmas whose dimensions are considerably smaller than the

photon mean free paths but are rather longer than the collision

length between ions and electrons [14] . Low electron tempera-

tures and high densities encourage the LTE thermodynamic regime.

However, in many situations, the plasma conditions are such the

LTE requirements are not fulfilled and, then, the plasmas are in

non-LTE (NLTE) regime. In this case, the radiative opacities may

differ substantially from those obtained assuming the plasma to

be in LTE. The calculations of the radiative opacities, which de-

pend on the atomic level populations, are much more complicated

in NLTE than in LTE. Most of the NLTE simulations are based in

the so-called collisional-radiative (CR) models [15] . In these mod-

els the distribution of the atomic level populations are obtained

solving large sets of coupled rate equations which include atomic

processes that couple photons, free electrons and atomic states.

Two issues are critical in NLTE simulations. The first one is the de-

gree of the atomic description. For low-Z atoms it is feasible to

use fine structure descriptions. However, as the atomic number in-

creases these descriptions become intractable since the number of

levels increases exponentially [16] . In this situation, the statistical

approaches based on grouping levels into configurations, such as

the detailed configuration account (DCA)combined with the unre-

solved transition array (UTA) formalism [17] , or grouping configu-

rations into superconfigurations together with the supertransition

array formalism [18] have proved their suitability. When a more

detailed description of the spectrum is needed, as for example for

spectroscopic purposes, hybrid methods, that mix fine description

for the relevant transitions and these statistical approaches for the

others, have been developed [19,20] . The second issue is the ques-

tion of which and how many atomic levels should be included in

the CR model, i.e. the problem of the atomic-space completeness.

Since its achievement is very difficult or even impossible [21] , the

choice of the atomic-state has to be done carefully and will be

determined by the conditions of the plasma under analysis. For

instance, for photoionized plasmas, atomic configurations that in-

clude inner shells open should be included. On the other hand, for

moderate plasma densities in which the ionization is mainly due

to collisions with thermal electrons the number of configurations

can be restricted [21] . 

In a previous work [22] , we presented an analysis of the NLTE

effects in the simulations of Rosseland and Planck mean opaci-

ties for an astrophysical plasma mixture in ranges of electron tem-

peratures and densities 1–10 0 0 eV and 10 11 − 10 20 cm 

−3 , respec-

tively, which is a wide range of plasma conditions where LTE and

NLTE regimes are attained and that can be found in several as-

trophysical scenarios [23–26] . The chemical elements considered

in the plasma mixture were H, He, C, N, O, Ne, Na, Mg, Al, Si,

S, Ar, Ca and Fe and solarlike abundances [27] were taken for

them. In the present work, we present an study of monochromatic

and multigroup opacities for this plasma mixture in that range of

plasma conditions. In the mixture, there are chemical elements

with atomic number from 1 to 26, which implies very different

ionization potentials and electronic configurations. Therefore, their

contribution to the total opacity could be quite different as a func-

tion of the electron density and temperature and also in the range

of photon energies. As far as we know, there is a lack of systematic
tudy of the contribution of the different chemical elements to the

onochromatic opacity of the mixture in the range of plasma con-

itions considered in this work, that include NLTE and LTE regimes.

e also study the one and multigroup approaches for the opacity

f the mixture focusing in the influence of the number of groups

ncluded. These analysis are done assuming the plasma as optically

hin, i.e. without including external radiation fields or plasma self-

bsorption. However, in many situations the plasma optical depth

an lead to situations in which the radiation trapping can modify

oticiably the microscopic properties of the plasma and, in partic-

lar, its opacity. We have also carried out an analysis of the influ-

nce of the optical depth in the opacity with respect to the op-

ically thin situation and also we have study the departures from

TE regime as a function of the plasma conditions. This study is

ade both for the monochromatic and multigroup and one group

pacities. 

The paper is structured as follows. In the next section, the

heoretical model and computational codes used in this work to

imulate the plasma atomic level populations and monochromatic

nd multigroup opacities are presented. Section 3 is devoted to

he results obtained and this is divided into three sub-sections.

ections 3.1 and 3.2 are dedicated to the analysis of the monochro-

atic and multigroup opacities, respectively, assuming the multi-

omponent plasma as optically thin. In Section 3.3 , the analysis of

he influence of the plasma self-absorption in the monochromatic

nd multigroup opacities of the plasma mixture is addressed. Fi-

ally, Section 4 summarizes the results and the main conclusions. 

. Theoretical model 

.1. Atomic properties 

The energy levels, wave functions, oscillator strengths and pho-

oionization cross sections used in the present CRSS model were

alculated using the FAC code [28] . In this code, a fully relativis-

ic approach based on the Dirac equation is used and the atomic

evels of an atomic ion are obtained by diagonalizing the relativis-

ic Hamiltonian. These atomic data were obtained on the relativis-

ic detailed configuration (RDCA) accounting approach. The radia-

ive transitions rates in FAC are calculated in the single multipole

pproximation, and in this work they were obtained in the elec-

ric dipole approach. In the RDCA approach, the oscillator strengths

rovided by the FAC code include configuration interaction effects

ue to the mix between relativistic configurations that belong to

he same non-relativistic one. 

With regard to the choice of atomic configurations, we have in-

luded those with an energy within two times the ionization en-

rgy of the ground configuration. For the kind of plasmas studied

n this work, in which external radiation fields or hot electrons are

ot present, and for the wide range of plasma conditions analyzed,

his criterion to select the configurations ensures that the most rel-

vant configurations are included in the whole range of conditions

13,22] , what is sufficient for the qualitatively study performed in

his work. 

.2. Plasma level populations 

As said before, in the NLTE regime plasma level populations are

btained solving the rate equations of the CR models, which are

iven by 

dN ζ i ( r , t) 

dt 
= 

∑ 

ζ ′ j 
N ζ ′ j ( r , t) R 

+ 
ζ ′ j→ ζ i 

−
∑ 

ζ ′ j 
N ζ i ( r , t) R 

−
ζ i → ζ ′ j , (1)

here N ζ i is the population density of the atomic level i of the

on with charge state ζ . The terms R + 
ζ ′ j→ ζ i 

and R −
ζ ′ j→ ζ i 

take into
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ccount all the atomic processes, both collisional and radiative,

hich contribute to populate and depopulate the atomic config-

ration ζ i , respectively. These atomic processes are responsible for

he atomic level populations distribution in the plasma. Two com-

lementary equations have to be satisfied together with (1) . First,

he requirement that the sum of all the partial densities equals the

otal ion density, n ion , 

Z 
 

=0 

M ζ −1 ∑ 

i =0 

N ζ i = n ion , (2) 

nd, second, the charge neutrality condition in the plasma, 

Z 
 

=0 

M ζ −1 ∑ 

i =0 

ζN ζ i = n e , (3) 

here M ζ is the total number of levels for the charge state ζ and

 e the electron density. The plasma average ionization is defined

s 

 = 

∑ Z 
ζ=0 ζN ζ∑ Z 
ζ=0 N ζ

= 

n e 

n ion 

. (4) 

For a given condition of density and temperature, the resolu-

ion of the rate equations also provides the plasma charge state

istribution (CSD) which is defined as the set of the population

ensities, { N ζ }, of the ions present in the plasma. 

For optically thick plasmas, since radiation induced processes

re included in the CR model, the rate equations are coupled to

he radiative transfer equation (RTE), which is given by 

1 

c 

∂ I ν ( r , t, ν, n ) 

∂t 
+ n · ∇I ν ( r , t, ν, n ) 

= j( r , t, ν) − κ( r , t, ν) I ν ( r , t, ν, n ) , (5) 

here ν is the photon frequency, n is a unit vector in the direc-

ion of propagation for any value of the solid angle, I ν ( r , t, ν, n )

s the specific intensity and j( r , t, ν) and κ( r , t, ν) are the plasma

onochromatic emissivity and absorption coefficients, i.e. the

lasma radiative properties, that we have assumed as isotropic,

hich is a common appoximation. Taking into account that the

ource function is given by 

( r , t, ν) = 

j( r , t, ν) 

κ( r , t, ν) 
, (6)

q. (5) can be written as 

1 

c 

∂ I ν ( r , t, ν, n ) 

∂t 
+ n · ∇I ν ( r , t, ν, n ) 

= κ( r , t, ν) [ S( r , t, ν) − I ν ( r , t, ν, n ) ] . (7) 

Both the source function and the absorption coefficient de-

end on the plasma level populations and, therefore, for optically

hick situations (1) and (5) must be solved simultaneously and

elf-consistently. In the present work, the atomic level populations

ave been obtained assuming the plasma in steady-state. In this

ase, the time-derivative in the rate equations of the CR model (see

1) ) vanishes, obtaining 
 

ζ ′ j 
N ζ ′ j ( r , t) R 

+ 
ζ ′ j→ ζ i 

−
∑ 

ζ ′ j 
N ζ i ( r , t) R 

−
ζ i → ζ ′ j = 0 . (8)

In the following we will denote the CR model in the steady-

tate approach as CRSS model. This approach is valid when the

haracteristic time of the must relevant atomic process in the

lasma is considerably shorter than the characteristic time of the

lasma evolution (i.e. the time associated to changes in the plasma

ensity and temperature). When this criterion is fulfilled, we could

onsider that the atomic processes are fast enough to distribute
he atomic level populations in the plasma before the density and

emperature of the plasma change. 

The CRSS model used in this work is implemented in MIXKIP

ode [22] and the atomic processes included are collisional ioniza-

ion [29] and three-body recombination, spontaneous decay [28] ,

ollisional excitation [30] and deexcitation, radiative recombination

31] , autoionization and electron capture [32] . The rates of the in-

erse processes are obtained through the detailed balance prin-

iple. A Maxwell-Boltzmann distribution is assumed for the free

lectrons when calculating the rates of the collisional atomic pro-

esses, which implies that the free electrons have thermalized. In a

revious work [22] , we presented calculations of the electron mean

ree paths for the plasma mixture and the range of conditions con-

idered in this work, assuming the plasma as homogeneous in den-

ity and temperature and non-relativistic. These mean free paths

rovide estimations of the plasma average volume needed for the

ree electrons to thermalize. The mean free paths obtained ranged

rom 10 −7 to 10 2 m, decreasing with the electron density and in-

reasing with the electron temperature, as expected. When sub-

tantial deviations from Maxwell-Boltzmann distributions are pro-

uced, due to the characteristic times and lengths of the plasma

re lower than those required for the thermalization, the free elec-

ron energy distribution functions are usually obtained from a si-

ultaneous solution of the time-dependent atomic rate equations

nd Boltzmann electron kinetics [33] . However, this kind of sim-

lation is tractable for the study of particular situations but not

or analysis performed in wide range of plasma conditions, as in

his work. In this case, thermal distributions for the free electrons

re commonly assumed. In [22] we also checked that exchange ef-

ects were not quite relevant and therefore the use of the Fermi-

irac distribution for the free electrons was not necessary. In the

resent CRSS model it is assumed that the collision times between

ons and electrons are short enough so the ions can be considered

o be at rest. 

In this work, we have also addressed the effect of the plasma

adiation self-absorption or radiation trapping in the microscopic

roperties of the multicomponent plasma. External radiation fields

ave not been considered in the analysis. As said before, for op-

ically thick situations the rate equations and the radiative trans-

er equations are coupled and they must be solved selfconsistently.

n the present work, the radiation trapping is included in the rate

quations using the escape factor formalism which circumvents the

eed to carry out simultaneous calculations of radiative transport

nd atomic physics and also uncouples the radiative transfer and

ate equations. The escape factor represents an alternative method

f writing the net rate of line emission and, as a result, it leads to

n effective reduction of the Einstein spontaneous emission coeffi-

ient. In the present CRSS model, the technique described in [34] is

dopted, assuming a uniform distribution for emitting atoms and

sotropic emission, for the calculation of the escape factors for

he three basic geometries, planar, cylindrical, and spherical. For

 given line transition, ζ j → ζ i , the escape factor is given by 

ji = 

∫ ∞ 

0 

φi j (ν) 
1 

τi j (ν) 
F 
[
τi j (ν) 

]
dν, (9) 

here τi j (ν) = κζ i → ζ j (ν) L denotes the optical depth, L represents

he characteristic plasma dimension, i.e., slab width, cylinder, or

phere radius and F [ τ ij ( ν)] is a functional of the optical depth

hose particular form depends on the considered geometry. 

With respect to the effect of the plasma environment on the

lasma level populations, the formulation developed by Stewart

nd Pyatt [35] for the depression of the ionization potential or con-

inuum lowering (CL) was applied in this work, which can reduce

he number of bound states available. 

In the present work, comparisons with LTE simulations are also

erformed. In this thermodynamic regime, the ion abundances are
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obtained in MIXKIP by solving the Saha equation 

N ζ+1 n e 

N ζ
= 

Z e Z ζ+1 

Z ζ
e −( I ζ −	I ζ ) /kT e , (10)

where T e is the electron temperature, Z e and Z ζ are the partition

functions of free electrons and ion ζ , respectively, I ζ is the ioniza-

tion potential of the ionization stage ζ and 	I ζ is the CL of the

ionization potential due to the plasma environment. The atomic

plasma level populations are then obtained assuming a Boltzmann

distribution. 

2.3. Monochromatic and multigroup opacities 

The plasma radiative opacities are calculated with the RAPCAL

code [36,37] which uses the abundances of the atomic configura-

tions provided by the CRSS model. The monochromatic absorption

coefficient will be denoted κ( ν) where, for the sake of simplic-

ity, we have omitted the dependence on the position and time.

This coefficient includes the bound-bound, bound-free and free-

free contributions 

κ(ν) = κbb (ν) + κb f (ν) + κ f f (ν) . (11)

The bound-bound contribution to the absorption is given by 

κbb (ν) = 

∑ 

ζ

∑ 

i, j 

κζ i → ζ j (ν) , (12)

with 

κζ i → ζ j (ν) = 

hν

4 π
N ζ i 

g ζ j 

g ζ i 

c 2 A ζ j→ ζ i φi j (ν) 

2 hν3 
i j 

(
1 − g ζ i 

g ζ j 

N ζ j 

N ζ i 

)
, (13)

where h is the Planck’s constant, c is the speed of light, g ζ i and

g ζ j are the statistical weights of the i and j relativistic configura-

tions, respectively. In the previous equation, φij ( ν) represents the

line profile. In the evaluation of the line profile, natural, Doppler,

electron-impact [38] and UTA broadenings [17] were included. The

line-shape function is applied with the Voigt profile that incorpo-

rates all these broadenings. 

The bound-free contribution to the absorption is given by 

κb f (ν) = 

∑ 

ζ ,i 

∑ 

ζ , j 

κζ i → ζ+1 j (ν) , (14)

where 

κζ i → ζ+1 j (ν) = N ζ i σ
pho 

ζ i → ζ+1 j 
(ν) 

(
1 − N ζ+1 j n e f (ε) g ζ i 

N ζ i g ζ+1 j g(ε) 

)
, (15)

with ε the energy of the free electron, σ pho 

ζ i → ζ+1 j 
(ν) the photoion-

ization cross section, f ( ε) the Maxwell-Boltzmann distribution and

g ( ε) the density of states with energy ε which is calculated in this

work assuming an ideal gas of free electrons. 

For the free-free contribution, the Kramers semi-classical ex-

pression for the inverse bremsstrahlung cross section has been

used [39] 

σ ibr 
ζ (ν) = 

16 π2 e 2 h 

2 α

3 

√ 

3 ( 2 πm e ) 
3 / 2 

ζ 2 n e 

T 1 / 2 e ( hν) 
3 
, (16)

and if a Maxwell-Boltzmann distribution is assumed for the free

electrons, we obtain 

κ f f (ν) = 

16 π2 e 2 h 

2 α

3 

√ 

3 ( 2 πm e ) 
3 / 2 

Z 2 n ion n e 

T 1 / 2 e ( hν) 
3 

(
1 − e −hν/T e 

)
. (17)

where m e and e are the electron mass and charge, respectively, and

α is the fine structure constant. 

In order to determine the opacity, k ( ν), the scattering of pho-

tons is also taken into account. In RAPCAL this one is approximated

using the Thomson scattering cross section [40] , κscatt = n e σ T hom 
ith σ T hom = 6 . 65 × 10 −25 cm 

2 . Finally, the monochromatic opac-

ty is given by 

 (ν) = 

1 

ρ
( κ(ν) + κscatt ) , (18)

ith ρ the density of matter. 

The group Planck, k P,g , and Rosseland, k R,g opacities are ob-

ained from the monochromatic opacities [5] , for a frequency range

(νg , νg+1 ) , as 

 P,g = 

∫ νg+1 

νg 
B (ν, T ) ( k (ν) − κscatt /ρ) dν∫ νg+1 

νg 
B (ν, T ) dν

, (19)

1 

k R,g 

= 

∫ νg+1 

νg 

1 
k (ν) 

∂B (ν,T ) 
∂T 

dν∫ νg+1 

νg 

∂B (ν,T ) 
∂T 

dν
, (20)

here B ( ν , T ) is the Planckian function. For a single frequency

roup, they reduce to the mean opacities. 

Finally, we would like point out that both MIXKIP and RAPCAL

odes have been successfully tested with experimental results and

umerical simulations for monocomponent plasmas of several ele-

ents included in the mixture analyzed in this work both in LTE

nd NLTE assumptions [36,37,41] and for the plasma mixture in LTE

imulations [22] . 

. Results 

The results have been structured as follows. First, an analysis

f the most relevant contributors to the monochromatic opacities

s a function of the electron temperature and density is presented,

ssuming the plasma as optically thin. Subsequently, the effect of

he plasma radiation trapping in the plasma atomic kinetics and

onochromatic opacities is studied and comparisons with optically

hin and LTE simulations are presented. Finally, this section ends

ith an analysis of the multigroup opacities. In this analysis we

ddress the influence of the number of groups in their calculation

nd also the effect of the different atomic kinetic description used

or their determination, e.g. optically thin and thick NLTE and LTE

pproaches. 

.1. Monochromatic opacities in optically thin situation 

In the optically thin situation, the contribution of the different

hemical elements of the mixture to the total opacity depends on

he plasma conditions, i.e. the electron density and temperature,

ue to their different ionization potentials. Furthermore, they will

lso contribute in different parts of the photon energy range. In

his work, we have carried out an analysis of the relevance of the

ontribution to the total opacity of the different chemical elements

nvolved in the multicomponent plasma using the CRSS optically

hin approach and for the whole range of plasma conditions con-

idered in this work. To illustrate the results obtained in the analy-

is we have selected three densities, 1.6 × 10 14 , 10 17 and 1.5 × 10 20 

m 

−3 . The average ionizations and the CSDs of the elements do

ot change with the density for values lower than 10 14 cm 

−3 so

he conclusions obtained for this density can be extended to lower

ensities. On the other hand, the other two were chosen because

hey represent intermediate and large values of densities, respec-

ively, in the range under consideration in this work. With respect

o the temperature, we present results for 2, 10, 50, 100, 315, 630

nd 10 0 0 eV, thus covering the whole range of temperatures. The

verage ionization is more sensitive to the electron temperature

han to the density and, for this reason, more cases are presented

or the former. Furthermore, we have considered more cases in the

ange of temperatures 2–315 eV, where more variations in the av-

rage ionizations are detected, since for higher temperatures many
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Fig. 1. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 2 eV and for 

three electron densities: (a) 1.6 × 10 14 , (b) 10 17 and (c) 1.5 × 10 20 cm 

−3 . 
f the elements of the mixture are highly ionized. As the average

onization of the elements help to analyze their contributions to

he absorption spectra, we have also represented that property, as

 function of the electron density and temperature, along with the

onochromatic opacities. 

At the electron temperature of 2 eV and for the three densi-

ies under consideration the elements with a major contribution to

he total monochromatic opacity are hydrogen, helium, carbon and

xygen, as Fig. 1 shows. Due to the different atomic structures of

he ions involved, they will contribute in different ranges of photon

nergies as well. For the two lower densities, Fig. 1 (a) and (b), the

ange of photon energies below 5 eV is dominated by the free-free

ontribution of the hydrogen and line transitions and photoioniza-

ions of its excited levels. For the photon energy range 5–10 eV

e find a large contribution due to carbon line transitions, which

resents a low average ionization (around 1, as Fig. 2 (a) and (b)

how) at this temperature and these two densities. For tempera-

ures between 15–20 eV the spectrum is ruled by the photoion-

zation of the ground state of hydrogen although some line transi-

ions due to oxygen, whose average ionization is around 1 at both

ensities, are detected. In the range of photon energies 20–24 eV,

he line and bound-free contributions of neutral helium dominate

he monochromatic opacity (the average ionization for helium at

oth densities is around 0.3) whereas the He 1+ ion dominates the

pectra for higher photon energies. As the density increases, the

ydrogen free-free contribution in the photon energies lower than

 eV rises and this fact always occurs at any electron temperature.

or the electron density of 1.5 × 10 20 cm 

−3 we detect a noticeable

hange in the spectra with respect to the other two densities rep-

esented, as Fig. 1 (c) displays. Due to the increase of the recombi-

ation in the plasma, at this density the neutral ions are the most

bundant ones for the chemical elements displayed. Therefore, as

he abundance of hydrogen is considerably larger than of the other

lements, its line transitions are considerably stronger. Thus, the

bsorption spectrum is mainly ruled by hydrogen and to a lesser

xtent by helium. Furthermore, the line broadening due to colli-

ional width is increased at this density and, therefore, the line

verlapping is greater and a less detailed spectra is obtained than

or the other two lower densities. 

When the electron temperature increases to 10 eV, the average

onizations of the elements with lower atomic number present a

ore sensitive dependence with density than at the temperature

f 2 eV. At the two lower densities analyzed, hydrogen is fully ion-

zed and therefore its contribution to the opacity is only due to

he free-free absorption in the range of photon energies lower than

 eV. With respect to helium, we have obtained an average ioniza-

ion for these two densities which is around 1.98. For this reason,

nd due to its great relative abundance, it presents a large contri-

ution due to He +1 line transitions for photon energies between

0 and 60 eV and bound-free contribution for higher energies, as

ig. 3 (a) and (b) show. At this temperature and for these densi-

ies, we also observe other low Z elements that contribute to the

pectrum. Thus, besides carbon and oxygen, we also detect notice-

ble contributions due to nitrogen and neon, which relative abun-

ances lower than the former ones. For these plasma conditions,

he average ionizations for these four elements are quite similar

nd are around 3.5-4 (see Fig. 2 (a) and (b)). Due to their close-

ess in atomic number, they contribute to similar energy ranges in

he spectra as Fig. 3 (a) and (b) show (for clarity, we have not plot-

ed the carbon contribution). Due to the greater abundance of oxy-

en, its contribution is more noticeable in general, although some

tructures associated with nitrogen and neon can also be observed

n the figures. Chemical elements of the mixture with high atomic

umber present a smaller contribution although, for example, sil-

con and sulfur are responsible for most of the features observed

or photon energies greater than 120 eV. Both figures also show
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Fig. 2. Average ionization for C, N, O and Ne as a function of the electron tem- 

perature and for three electron densities: (a) 1.6 × 10 14 , (b) 10 17 and (c) 1.5 × 10 20 

cm 

−3 . 

Fig. 3. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 10 eV for three 

electron densities: (a) 1.6 × 10 14 , (b) 10 17 and (c) 1.5 × 10 20 cm 

−3 . 
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Fig. 4. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 50 eV and 

electron density of 1.6 × 10 14 cm 

−3 . 
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Fig. 5. Average ionization for Mg, Si and S as a function of the electron temperature 

and for three electron densities: (a) 1.6 × 10 14 , (b) 10 17 and (c) 1.5 × 10 20 cm 

−3 . 
n increase in the number of the line transitions in nitrogen and

xygen for the density of 10 17 cm 

−3 with respect to the density of

.6 × 10 14 cm 

−3 . This increase of density causes a rise in the pop-

lation of excited levels due to a higher rate of collisional excita-

ions and this could explain that issue. On the other hand, for the

ensity of 1.5 × 10 20 cm 

−3 , the plasma recombination produces a

ecrease in the average ionizations of hydrogen and helium to val-

es around 0.97 and 1.48, respectively. This fact along with their

onsiderably large abundances cause the absorption to be ruled by

hese two elements, as for the same density at the electron tem-

erature of 2 eV. This fact is well illustrated in Fig. 3 (c) where we

ave added the contribution of oxygen in order to compare the

hree contributions. 

When the electron temperature increases to 50 eV, the rele-

ance of hydrogen and helium contributions become less impor-

ant since they are fully ionized. On the other hand, in addition to

he group of elements C-Ne, which was already important at 10 eV,

e find other elements that have noticeable contributions to the

pacity, which are magnesium, silicon and sulfur, as Fig. 4 shows.

ith respect to the group of elements C-Ne, their average ioniza-

ions for this temperature and for the three densities under anal-

sis are located in a plateau associated with the electronic config-

ration of the He-like ion (see Fig. 2 ). Thus, their contributions to

he opacity are grouped in two ranges of photon energies. The first

nes, energies lower than 200 eV, mainly associated with the con-

ributions due to the Be-like and Li-like ions, and the second ones

or energies greater than 20 0, 40 0 and 60 0 eV for carbon, nitrogen

nd oxygen, respectively, corresponding to the contributions due to

he He-like and H-like ions. Although for clarity we have not plot-

ed the absorption spectrum for neon, this contributes in the range

f energies lower than 250 eV and is responsible for the peaks

btained around the photon energies of 900 eV. With respect to

agnesium, silicon and sulfur, as Fig. 5 shows, their average ion-

zations range from around 6.2 to 8.7, for the lower and greater

ensities, respectively. Therefore, the most abundant ions are those

ith ground configurations of the type 1 s 2 2( s, p ) k , with k the to-

al number of electrons in the n = 2 shell, for the three densities

onsidered and their line contributions are mainly located for pho-
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Fig. 6. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 100 eV and 

electron densities of (a) 1.6 × 10 14 and (b) 1.5 × 10 20 cm 

−3 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Average ionization for Fe as a function of the electron temperature and for 

three electron densities: (a) 1.6 × 10 14 , (b) 10 17 and (c) 1.5 × 10 20 cm 

−3 . 
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ton energies lower than 400 eV for the three conditions as well.

This result and the fact that the average ionizations of the C-Ne

group do not change with the density at this temperature, make

that their contributions to the absorption spectra are quite simi-

lar for the three densities considered. For this reason we have only

represented the simulations for one density. 

At the electron temperature of 100 eV, the average ionization of

oxygen and neon are still in the plateau of the He-like ion for the

three densities and, therefore, their contributions to the opacity are

quite similar to those obtained at the temperature of 50 eV. Some-

thing similar occurs for carbon and nitrogen since, although the av-

erage ionization, which is around 5.5 for both elements, is slightly

greater than at 50 eV, the ions that contribute at this tempera-

ture are the same that at 50 eV. On the other hand, the changes

in the average ionizations of the group Mg-Si-S are more notice-
ble. Thus, the average ionization of magnesium is ranged from

 to 10, for the lowest and largest densities represented respec-

ively, whereas for silicon and sulfur this is between 8 and 11.2.

he most abundant ions involved at this temperature have the

ame kind of atomic configurations as at 50 eV but with a sig-

ificantly lesser number of bound electrons. Therefore, their con-

ributions are shifted to higher photon energies than at 50 eV, as

ig. 6 (a) and (b) show. 

At this temperature, the iron starts contributing substantially,

lthough primarily for the high density range. The average ion-

zation of iron at this temperature is ranged from 12 to 16, as

ig. 7 shows. For the lower density, the ground configurations of

he most abundant iron ions are of the type 1 s 2 2( s, p ) 8 3( s, p ) k and

heir contribution are mainly located on a region of photon ener-

ies (lower than 600 eV) where the silicon contribution is signifi-

antly stronger. However, for the largest density, the increase of the

ilicon average ionization leads to a reduction of its contribution in

his range and then the iron contribution can be detected. Further-

ore, the increase of the iron average ionization with the density,

hich is around 16, implies the presence of ions with ground con-

gurations like 1 s 2 2 s 2 2 p k , which contributes to the total spectrum

t photon energies greater than 600 eV. 

As the temperature increases, the type of ions of the C-Ne

roup which are present in the mixture are the same (mainly, the

-like and the fully stripped ones) and, therefore, their contribu-

ions to the total spectrum remain quite similar for temperatures

reater than or equal to 300 eV. An analogous situation is found

or the elements of the group Mg-Si-S, although, in this case, the

ons involved are less charged than the previous group of elements,

ainly the Li-like, He-like and H-like ones. These issues are il-

ustrated in Figs. 8 and 9 , where the contributions of several of

hese elements to the total spectra are represented at two elec-

ron temperatures, 630 and 10 0 0 eV, respectively, and for electron

ensities of 1.6 × 10 14 and 1.5 × 10 20 cm 

−3 . The He-like and H-like

ransitions of the Mg-Si-S group are detected in the range of pho-

on energies around 160 0–340 0 eV. Calcium and argon has lower

bundances but some peaks associated to them are detected in the

pectra. In particular, the peaks observed around the photon ener-
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Fig. 8. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 630 eV and 

for two electron densities: (a) 1.6 × 10 14 and (b) 1.5 × 10 20 cm 

−3 . 
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Fig. 9. Monochromatic opacities of the mixture and the contribution due to some 

relevant chemical elements, calculated at an electron temperature of 10 0 0 eV and 

for two electron densities: (a) 1.6 × 10 14 and (b) 1.5 × 10 20 cm 

−3 . 
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ies of 40 0 0 eV are associated to both elements and those around

50 0–50 0 0 eV to transitions of calcium ions. 

At these two electron temperatures, the iron contribution to the

pectra is noticeable. At the temperature of 630 eV and density

f 1.6 × 10 14 the most abundant ions are Fe 16+ and Fe 17+ , which

round atomic configurations 2 p 6 and 2 p 5 , respectively. Line con-

ributions of these ions are mainly located in the range of photon

nergies between 600 and 2000 eV. The increase of the electron

ensity to 1.5 × 10 20 cm 

−3 yields an increase in average ionization

nd the ions ranging from Fe 17+ to Fe 20+ becomes more relevant.

hey have electronic configurations of 2 p 5 to 2 p 2 and their con-

ributions are in the same region of photon energies as for case

f lower density. However, at this high density the abundance of

he He-like Fe ion begins to be more appreciable and, as a con-

equence, some features are detected for photon energies between
0 0 0–80 0 0 eV, as Fig. 8 (b) shows. When the temperature is in-

reased to 10 0 0 eV, these structures are observed at the electron

ensity of 1.6 × 10 14 cm 

−3 (see Fig. 9 (a)) since the iron average ion-

zation at this condition is quite close to that at the temperature

f 630 eV and density of 1.5 × 10 20 cm 

−3 . The contributions due

o the He-like Fe ion is considerably increased at this last density

or the electron temperature of 10 0 0 eV, since the average ion-

zation in this case is around 22 (ground configuration 1 s 2 2 s 2 ) as

ig. 7 shows, which enhances the abundance of this ion and also

he abundance of the H-like Fe ion which is the responsible of the

eaks observed at photon energies greater than 80 0 0 eV. 

.2. Multigroup opacities in optically thin situation 

As said before, the multigroup method is a commonly used

ethod for handling the frequency variables in the RTE in order to
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Fig. 10. Comparison of the monochromatic opacities and group Planck and Rosseland mean opacities calculated at two plasma conditions and with different number of 

groups. 
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achieve a compromise between accuracy and computational costs.

If we divide the frequency range into M groups and we integrate

(7) in frequency over the g th group then we have 

1 

c 

∂ I g ( r , t, ν, n ) 

∂t 
+ n · ∇I g ( r , t, ν, n ) 

= κg ( r , t, ν, n ) [ S g ( r , t, ν) − I g ( r , t, ν, n ) ] (21)

where the mean absorption coefficient is given by 

κg ( r , t, ν, n ) = 

∫ νg+1 

νg 
κ(ν) [ S g ( r , t, ν) − I g ( r , t, ν, n ) ] dν∫ νg+1 

νg 
[ S g ( r , t, ν) − I g ( r , t, ν, n ) ] dν

. (22)

From the equation we observe that the mean absorption coefficient

includes angular dependence through the specific intensity. Fur-

thermore, the calculation of the coefficient involves the specific in-
ensity, which is unknown. In the multigroup method the assump-

ion is that the mean absorption coefficient is relatively indepen-

ent to the weighting function. On the other hand, since the radia-

ive opacities are, in general, widely varying functions of frequency,

 low number of groups included in the multigroup method will

ause an increase of the influence of the weighting function. In

ractice, κg ( r , t, ν, n ) is usually taken as either a Planck group

pacity, given by (19) and where the Planck function is used as

eighting function, or Rosseland group opacity, given by (20) and

hich follows from the assumption of the equilibrium difussion

pproximation for the specific intensity. 

We have performed an study of the influence of the number

f the groups in the group opacity mean for the plasma mixture.

igs. 10 (a) and (b) display a comparison of the monochromatic
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Fig. 11. Comparison of the monochromatic opacities calculated assuming the 

plasma as optically thin (CRSS), including self-absorption and in LTE regime (SB). 
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pacities and group Planck and Rosseland and mean opacities, re-

pectively, for an electron temperature of 10 eV and electron den-

ity of 1.5 × 10 20 cm 

−3 . For the multigroup calculations we have

ivided the frequency range into 1, 10, 30 and 100 homogeneous

equally spaced in energy) groups. The Planck mean is mainly ruled

y the strength of the absorption peaks whereas Rosseland is an

armonic mean which gives greatest weight to the more transpar-

nt regions of the spectrum. For these reasons, the Planck group

eans try to reproduce the peaks of the monochromatic spectrum

nd the Rosseland ones better suit the absorption valleys, as is

ell illustrated, for example, in the photon energy range 40–55 eV

f Fig. 10 (a) and (b) and in Fig. 10 (c) and (d) in which are rep-

esented comparisons of the monochromatic opacities and Planck

nd Rosseland group means for a temperature of 630 eV and elec-

ron density of 1.6 × 10 14 cm 

−3 . 

From Fig. 10 (a) and (b) we detect that for the range of pho-

on energies higher than 80 eV, even the simulation including only

0 groups provide close values of the group opacities to those ob-

ained with larger number groups and the simulation including

0 groups already presents a quite reasonable agreement with the

onochromatic spectrum in that range. The smooth variation with

he photon energy of the monochromatic opacity indicates that it

s not necessary to include many groups in that range. On the other

and, in the photon energy range 40 − 80 eV, where the opacity

hows strong variations with the photon frequency, greater differ-

nces are obtained as a function of the number of groups consid-

red in the simulations, overall for the group Planck mean which

s more sensitive to the strength of the absorption peaks. We ob-

erve that, although the simulation including 100 groups provides

 general agreement to the monochromatic spectrum, the height

f several peaks (as for example, those located at photon energies

round 15, 30, 40 and 50 eV) are not reproduced in the Planck

roup opacity. These are very narrow peaks, so an increase in the

umber of groups should be required to obtain a better represen-

ation of them. However, as said before, a compromise between

ccuracy and computational cost must be achieved and, then, any

urther increase in the number of the groups should be taken care-

ully. Obviously, another choice is to divide the photon frequency

ange into non-homogeneous groups including a greater number

f groups in the regions where the spectrum presents a stronger

ependence with the photon frequency than in the regions where

hat dependence is smoother. This option is very useful when the

ajor features of the spectrum are spanned over wide range of

hoton energies, as is the case when the electron temperature in-

reases. 

Fig. 10 (c) and (d) displays a comparison among the monochro-

atic and multigroup opacities obtained following that premise. In

his case, the electron temperature is 630 eV and there are more

eavier elements that contribute to the opacity (such as Mg, Si,

 and Fe) than at the temperature of 10 eV and this is why the

pectrum is significantly more complex than for the former tem-

erature. This issue along with the fact that those elements that

ere present at 10 eV are more ionized at this higher temperature

ean that the spectrum spans over a larger range of photon en-

rgies. Therefore, in order to obtain a reasonable agreement, the

umber of groups were increased with respect to the case of tem-

erature of 10 eV. However, since the complexity of the spectrum

s mainly located for photon energies lower than around 30 0 0 eV,

e performed calculations including either 180 or 250 groups for

nergies up to 30 0 0 eV and only 20 groups for the greater photon

nergies range, where the spectrum presents a smoother behavior

ith the frequency (for clarity, the figure only shows energies up

o 50 0 0 eV). Figures show that 20 groups are enough to provide

n acceptable reproduction of the spectrum for the range of ener-

ies higher than 30 0 0 eV. On the other hand, for range of photon

nergies lower than 30 0 0 eV we detect for the group Planck opac-
ty that the 180 and 250 groups calculations reproduce in a rather

imilar manner the monochromatic spectrum although the simu-

ation performed with 250 groups provides slight better estima-

ions of the strength of the peaks. With the number of groups con-

idered, both multigroup simulations reproduce most of the peaks

f the spectrum although differences around one order of magni-

ude are found. This could be due to the fact that in the range 0–

500 eV the opacity is a widely varying function of frequency and

n the range of energies 150 0–30 0 0 we have isolated narrow lines

ssociated with the contributions of the He-like and H-like ions of

agnesium, silicon and sulfur. Due to this fact and also that the

roup Rosseland mean is more influenced by the depth of the val-

eys in the absorption spectrum, we observe in the figures that this

ean reproduces, on average, those valleys in the monochromatic

pacity. 
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Table 1 

Comparison of the average ionizations for the most 

relevant elements at the electron temperature of 

10 eV and two electron densities: n e 1 = 1 . 6 × 1 14 and 

n e 2 = 10 17 cm 

−3 . The calculations were performed us- 

ing the SB and the optically thin and thick CRSS mod- 

els. 

N O Ne 

n e 1 n e 2 n e 1 n e 2 n e 1 n e 2 

CRSS 3.0 4.0 2.9 4.0 2.9 3.5 

CRSSd1 3.6 4.9 3.7 5.1 3.0 4.8 

CRSSd2 4.9 4.9 5.0 5.2 4.9 4.9 

CRSSd3 5.0 5.0 5.5 5.2 5.5 4.9 

SB 5.0 5.0 6.0 5.3 6.5 4.9 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Comparison of (a) Planck and (b) Rosseland multigroup and mean opacities 

calculated using CRSS optically thin and thick models and SB model. 
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For the reasons above commented, a better reproduction of the

features in the range of energies up to 30 0 0 eV would entail a

considerable increase of the number of the groups with the con-

sequent rise of the computational costs. In either case, the muti-

group simulations with the number of groups considered provide

significantly better results than the gray (or one-group) approach,

which is widely used. To illustrate that, we have also included in

the representations the Planck and Rosseland mean opacities in or-

der to show the differences with respect to the monochromatic

and multigroup opacities. One-group (gray) opacities strongly de-

pends on the weighting function. This function reaches its maxi-

mum at the photon energies of 2.8 T e and 3.8 T e eV for the Planck

and Rosseland means, respectively. Therefore, the mean opacities

will be mainly ruled by the absorption features which are located

in a range of photon energies near these maximum. The chemical

elements included in the multicomponent plasma under analysis

contribute in different ranges of photon energies. Therefore, for a

given plasma condition, the mean opacity could be mainly due to

some of the elements of the mixture that contribute in that pho-

ton energy range. Thus, at 10 eV, the Planck and Rosseland weight

functions peak at the photon energies of 28 and 38 eV, respec-

tively. Therefore, the Planck means will be mainly influenced by

the absorption peaks in the energy range around 10–50 eV, over-

estimating the opacity, with respect to the monochromatic and

group opacities, even one order of magnitude for photon energies

ranged from around 20 to 40 eV and in the range of photon ener-

gies greater than 80 eV, as Fig. 10 (a) shows and understimate, for

example, the continuum edge of He +1 ion, that the multigroup ap-

proach reproduces quite well. On the other hand, at this tempera-

ture the Rosseland mean will be mainly ruled by the contributions

in range of photon energies around 20–70 eV and, for this reason,

it predicts a considerably lower value of the opacity respect to the

multigroup one, for the photon energy ranges lower than 20 eV

and from 60 to 80 eV and overpredicts the opacity for higher en-

ergies, see Fig. 10 (b). 

As the electron temperature increases, since the number of ele-

ments that contribute to the opacity is greater and the spectrum is

more complex, the differences obtained might be more important.

For the electron temperature of 630 eV, the Planck and Rosseland

means peak at 1764 and 2394 eV, respectively. Therefore, the peaks

that most contribute to the Planck mean would be those associ-

ated to the transitions of the He-like and H-like Mg and Si ions

according to Fig. 8 (a), although we see from that figure that the

iron contribution to the absorption spectrum is significant, for ex-

ample. As a consequence, the Planck mean opacity overpredicts the

absorption for photon energies higher than 3500 eV, which is well

reproduced by the multigroup opacity, see Fig. 10 (c). Furthermore,

the differences in the heights of the absorption peaks in the range

of photon energies 70 0–250 0 eV are, in general, around one order

of magnitude, reaching the two orders in several features, whereas
hese differences are considerably reduced in the multigroup cal-

ulations. For the Rosseland mean case, as the maximum of the

unction is shifted towards higher energies, this opacity is mainly

uled by the contributions of the He-like and H-like Si and S ions.

s a consequence, its reproduction of the depth of the valleys of

he monochromatic opacity is considerably worse than the multi-

roup simulations, as Fig. 10 (d) shows. 

.3. Analysis of the effect of plasma self-absorption in the 

onochromatic and multigroup opacities 

In the previous section the study of the opacities was made as-

uming the plasma to be optically thin. However, there are situa-

ions in which the self-absorption of the plasma radiation becomes

elevant due to the dimensions of the plasma. In this case, both

he atomic kinetics and the opacities could be modified with re-
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Fig. 13. Comparison of the monochromatic opacities calculated assuming the 

plasma as optically thin (CRSS) and thick (CRSS-d) and in LTE regime (SB). 
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pect to the results obtained in the optically thin NLTE simulations.

his section is devoted to the analysis of the influence of the radi-

tion trapping in the calculation of the plasma radiative opacities

nd also of the departures from LTE regime. As mentioned before,

lasma self-absorption are included in MIXKIP by means of the es-

ape factor formalism. For the analysis, we have considered the

lasma with planar geometry and three values for the plasma slab

idth, d 1 = 10 2 m, d 2 = 10 7 m and d 3 = 10 12 m. For fixed plasma

onditions, the increase of plasma width in the NLTE calculations

ends to approximate the average ionization, plasma level popula-

ions and radiative properties to those obtained in LTE simulations.

he optical depth rises with the plasma geometrical dimension and

his fact makes that the probability that the photon thermalizes

efore it escapes approaches unity [5] . When this occurs for any

hoton frequency the source function tends to the Planck function

hich is the one obtained in LTE regime. 

As is generally known, the LTE regime is enhanced as the

lectron temperature decreases and the electron density increases

ince in both situations the relative importance of the collisional

rocesses in the plasma is reinforced. When the plasma is out

f this thermodynamic regime, Saha-Boltzmann (SB) simulations

verpredict the average ionization with respect to CRSS simula-

ions. As a consequence, the absorption spectra will be shifted to-

ards higher photon energies and the values of the opacities pro-

ided by the SB simulations will be lower than those obtained

rom the CRSS model. The plasma self-absorption produces an in-

rease of the population in the atomic excited configurations which

ay undergo a subsequent ionization due to other atomic pro-

esses and, then, the average ionization rises with respect to the

ptically thin situation. Therefore, the average ionizations and the

onochromatic opacities, predicted by the CRSS optically thick

imulations, will be scored between those obtained with the op-

ically thin and SB models. 

As said before, the plasma analyzed in this work involves chem-

cal elements that can have very different ionization potentials.

ence, for a given plasma condition, the atomic structure of the

ons present in the plasma, and hence also the influence of the ra-

iation trapping on them, may be quite different. Thus, for exam-

le, we can find situations in which some of the chemical elements

ave a closed-shell ion configuration and therefore the effect of

he radiation trapping might be significantly lower than for ions of

ther chemical elements with open-shell configurations. This fact

ould imply that the optically thick absorption spectra could be

ore similar to those obtained in the optically thin approach in

hose photon energy ranges where the former ions are the main

ontributors. 

To illustrate this, we have represented in Fig. 11 (a) and (b) the

omparison of the monochromatic opacities of the plasma mix-

ure calculated in NLTE both in optically thin (CRSS) and thick

pproaches (denoted as CRSS-d1, -d2 and -d3, for the three slab

idths, respectively) and in LTE (SB) for a plasma temperature of

0 eV and electron densities of 1.6 × 10 14 and 10 17 cm 

−3 , respec-

ively. According to the previous analysis, the most contributing el-

ments at this temperature are carbon, nitrogen and oxygen and,

or the lower density, helium is relevant as well. 

For the lower density represented ( Fig. 11 (a)), the effect of

he self-absorption in the monochromatic opacity is significant for

he two largest slab widths considered (CRSS-d2 and CRSSd-3),

hereas for the lowest width (CRSS-d1) the spectrum is quite sim-

lar to that of the optically thin situation (CRSS), including the

ame features although with lower strength. Both the optically

hin and thick simulations predict a value of 2 for the helium av-

rage ionization. However, the fractional abundance of the He +1 

on (which is the responsible for the helium line contribution to

he total spectrum) obtained with the CRSS and CRSS-d1 models
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are quite similar, 0.29 and 0.19, respectively, whereas CRSS-d2 and

CRSS-d3 models provide values around 8 . 0 × 10 −4 . 

This considerable drop is partly responsible of the reduction

of the monochromatic opacity in the range of photon energies

40–50 eV and for energies higher than 80 eV. Something simi-

lar occurs with carbon. Although all the models predict an aver-

age ionization around 4, CRSS and CRSS-d1 predict similar frac-

tional abundances for C 

+3 and C 

+4 ions (0.13, 0.27 and 0.87, 0.72,

respectively) whereas the other two optically thick cases provide

values of C 

+4 close to one. The effects of the radiation trapping

are more relevant for nitrogen, oxygen and neon. In Table 1 are

listed the values of the average ionization obtained with the dif-

ferent models. Slight differences are detected for nitrogen and oxy-

gen between the CRSS and CRSS-d1 model. However, both pre-

dict a similar set of relevant ions for these elements at this

plasma condition, although with slight differences in their abun-

dances, which may explain why the spectra of both models in-

clude the same structures but with different strengths. On the

other hand, the increases of the average ionizations in these el-

ements are more noticeable as the slab width increases and this

contributes to the reduction of the opacity observed in the figure.

We also detect that for oxygen and neon, when the width is in-

creased from d 2 to d 3 , their average ionization rises around 0.5

and the differences in these elements are the responsible for the

changes between CRSS-d2 and CRSS-d3 spectra, due to the aver-

age ionization of nitrogen does not change since its most abun-

dant ion is N 

+5 , i.e. a closed-shell configuration ion. As said be-

fore, the effect of the self-absorption will depend on the chemical

element. 

When the density increases to 10 17 cm 

−3 , the absorption coef-

ficient of the elements increase and then the optical depth. Thus,

Fig. 11 (b) and Table 1 show that the differences between the CRSS

and CRSS-d1 calculations are more important than for the lower

density. In the figure, for the optically thick cases, only the CRSS-

d1 spectrum has been represented. This is due to, at this density,

the three optically thick spectra are quite similar. In the table we

can observe that the three models provide rather similar average

ionizations. The increase of absorption coefficient reduces the pho-

ton mean free path and its value will be around the lowest value of

the slab width, i.e. 10 2 m and, therefore, an increase of the plasma

width will not result in greater values of the average ionization of

the elements. 

LTE regime is achieved as the electron density increases since

this encourages the relevance of the collisional processes in the

plasma. Thus, at this temperature we have obtained that the for-

mer regime can be assumed for an electron density of around 10 19 

cm 

−3 . Above this density the radiation trapping will not have ef-

fects in the plasma microscopic properties. For the density of 10 17 

cm 

−3 , the optically thick spectra are closer to the SB than to the

CRSS one. Therefore, the greater discrepancies between the thick

models CRSS-d2 and CRSS-d3 and SB are obtained for the lowest

density analyzed as Fig. 11 (a) and Table 1 show. 

On the other hand, we have also analyzed the low density limit

considered in this work, i.e. 10 11 cm 

−3 , obtaining that, for this
Table 2 

Comparison of the average ionizations for nitrogen, oxygen, silicon

three electron densities: n e 1 = 1 . 6 × 10 14 , n e 2 = 10 17 and n e 2 = 1 . 5 

and the optically thin and thick CRSS models. 

N O Si 

n e 1 n e 2 n e 3 n e 1 n e 2 n e 3 n e 1 n e 2 

CRSS 5.3 5.3 5.7 5.4 5.4 5.8 8.9 9.3 

CRSSd1 5.3 5.8 5.9 5.4 6.0 6.6 8.9 10.3

CRSSd2 5.3 5.9 5.9 5.5 6.7 6.6 9.7 11.9

CRSSd3 5.9 5.9 5.9 6.5 6.7 6.6 10.5 12.0

SB 6.0 6.0 6.0 7.0 7.0 6.9 12.7 12.0
ensity, the effects of the self-absorption becomes relevant for the

argest slab width considered only. 

The differences obtained for the monochromatic opacities have

heir direct correlation to the multigroup and mean opacities. In

igs. 12 (a) and (b) we have displayed the comparison of group

lanck and Rosseland opacities, respectively, considering 1 and 100

omogeneous frequency groups, calculated using the CRSS opti-

ally thin and thick and the SB models at the electron tempera-

ure of 10 eV and for the lowest density. As for the monochro-

atic opacities, the group opacities obtained from CRSS and CRSS-

1 present some differences although they are always of the same

rder of magnitude. On the other hand, the differences between

he CRSS and CRSS-d2 and CRSS-d3 are greater and for some pho-

on energy ranges they can reach one order of magnitude, as for

xample for energies lower than 80 eV, both for the Planck and

osseland group opacities. This result is expected according to the

esults obtained for the monochromatic opacities. Differences of

ne order of magnitude are also found for the opacities in the gray

pproach. From the figures we observe that the CRSS-d2 and CRSS-

3 Planck and Rosseland mean opacities are quite similar. How-

ver, for the group opacities we observe relative differences around

00% between them for some photon energy regions, as for exam-

le 80–110 eV, which agrees with the situation observed for the

onochromatic opacities. Therefore, the influence of the weighting

unction in the gray approach may lead to inappropriate results.

he differences between the CRSS and SB simulations of the group

pacities may reach even two or three orders of magnitude. How-

ver, when the radiation trapping is taking into account due to the

lasma dimensions, the differences between the results obtained

ith the CRSS-d2 and CRSS-d3 and SB models are reduced consid-

rably with respect to the other two models. In this case, the max-

mum discrepancies are around one order of magnitude although

he differences are lower in general. As regards the mean opac-

ties, the CRSS-d2 and CRSS-d3 results are around twice greater

han those of the SB. The differences are still large but significantly

maller than those obtained between the SB and CRSS models. So,

B approach is not accurate enough, but is not the CRSS model for

he two larger slab widths either and, therefore, the corresponding

ptically thick models should be used in these situations. 

For a given slab width and electron density, an increase of elec-

ron temperature will result in a reduction of the absorption coef-

cient of the elements and, therefore, of the optical depth. Thus, at

he electron temperature of 100 eV and for the electron density of

.6 × 10 14 cm 

−3 the effect of the self-absorption in the total opacity

s only significant for the largest slab width. In Fig. 13 (a), its spec-

rum is compared with those of the optically thin and SB models.

t this temperature, the most relevant elements are C, N, O, Mg,

i, S and Fe, although the latter has a larger contribution for the

wo greatest densities considered. As commented before, the ef-

ect of the self-absorption depends on the chemical element and

ts ionization stage for a given plasma condition. At the temper-

ture of 100 eV, and for the three densities, carbon and nitrogen

ave average ionizations around 5.5 and, therefore, the changes

ue to the radiation trapping are not significant. The most abun-
, sulfur and iron at the electron temperature of 100 eV and 

× 10 20 cm 

−3 . The calculations were performed using the SB 

S Fe 

n e 3 n e 1 n e 2 n e 3 n e 1 n e 2 n e 3 

11.2 8.8 9.0 11.4 11.6 11.9 15.5 

 11.9 8.8 10.0 13.6 11.7 13.8 16.3 

 11.9 9.2 12.1 13.6 12.6 15.7 16.3 

 11.9 10.6 13.5 13.6 14.2 16.0 16.3 

 11.9 14.0 14.0 13.8 23.9 21.0 16.5 
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ant ion for neon and magnesium, for the three densities, is the

e-like one, a closed-shell ion, and their average ionization do not

hange with the self-absorption. The elements more affected are

xygen, silicon, sulfur and iron and their average ionizations are

isted in Table 2 . The table shows that, for the electron density

f 1.6 × 10 14 cm 

−3 , there are appreciable variations for the largest

lab width only. We have checked that if the density is decreased

o 10 11 cm 

−3 (very low density limit) the effects of the radiation

rapping for the largest slab width are not too relevant and, there-

ore, for temperatures greater than 100 eV and that density, the

lasma can be considered as optically thin. 

When the density increases to 10 17 cm 

−3 , the photon mean free

ath decreases and now there are differences for the lowest slab

idth, as Fig. 13 (b) shows. In the figure the spectrum obtained
ig. 14. Comparison of Planck (figures (a) and dummyTXdummy-((c)) and Rosseland (figu

RSS optically thin and thick models and SB model. 
ith the CRSS-d2 model is not represented, since this is quite sim-

lar to that of the CRSS-d3 model. Table 2 also shows that the aver-

ge ionizations predicted by both models at this density for all the

elevant elements are rather similar and they are also close to the

TE values, except for the sulfur and iron cases. With respect to the

RSS model, the elements that present more differences are oxy-

en, silicon, sulfur and iron and, for this reason, the main discrep-

ncies in the spectra are located in the region of photon energies

ower than 700 eV. This also occurs for the density of 1.6 × 10 14 

m 

−3 . 

Finally, for the electron density of 1.5 × 10 20 cm 

−3 , the average

onizations of all the elements obtained from the optically thick

imulations are nearly identical of the values predicted by the SB

odel. Therefore, at this density, the photon mean free path will
res (b) and dummyTXdummy-((d)) multigroup and mean opacities calculated using 
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be of the same order of d 1 and, for this reason, subsequent in-

creases of the slab width does not produce further effects. There-

fore, the optically thick and SB spectra present similar structures

(see Fig. 13 (c)) although there are differences in their strength due

to disagreements in the fractional abundances of the plasma levels

in both models. As the electron temperature grows above 100 eV

the effect of the self-absorption will be reduced. 

We had obtained that at the electron temperature of 10 eV and

electron density of 1.5 × 10 20 cm 

−3 , the plasma can be assumed in

LTE. However, at 100 eV, Fig. 13 (c) shows that, although the CRSS

and SB spectra are more similar for that density than for the other

two lower ones, there are still some differences between them.

The increase of the temperature diminishes the relative importance

of the collisional processes and for this reason, if we assume the

plasma as optically thin, for electron temperatures greater than or

equal to 100 eV, the achievement of the LTE regime will require

greater densities. On the other hand, for this density, the effects

of the radiation trapping make the spectra of the SB and optically

thick models more similar. 

Fig. 14 (a) and (b) display the comparison of Planck and Rosse-

land group opacities at the electron temperature of 100 eV and

for the electron density of 1.6 × 10 14 cm 

−3 , respectively, consider-

ing 1 and 100 homogeneous frequency groups, calculated using the

CRSS optically thin and thick and SB models. As was obtained for

the monochromatic opacities, CRSS and CRSS-d1 multigroup opaci-

ties are rather similar, the CRSS-d2 ones present slight differences,

overall in the range of photon energies lesser than 300 eV, and

great discrepancies are obtained for the CRSS-d3 multigroup opac-

ities that can reach one order of magnitude for photon energies

lower than 700 eV. Therefore, for this plasma width the radiation

trapping should be included in the atomic kinetics calculations.

With respect to the LTE simulation, large disagreements are ob-

tained in almost the whole range of photon energies that can even

reach three orders of magnitude. Regarding the mean opacities, the

influence of the weighting functions, which reach their maximum

at 280 and 380 eV for the Planck and Rosseland means, respec-

tively, is detected. Thus, for the CRSS-d3 model, the Planck and

Rosseland means predict significantly small values of the opacities

in the ranges of energy around 60 0–140 0 eV and 40 0–20 0 0 eV, re-

spectively. This underestimation also occurs for the LTE simulation.

When the density increases to 1.5 × 10 20 cm 

−3 , the three opti-

cally thick models provide the same multigroup and mean opac-

ities, which agrees with the results obtained for the monochro-

matic opacities. In this case, the optically thick spectra are, in gen-

eral, closer to the LTE spectrum than to the optically thin one,

for photon energies lower than 700 eV. With respect to the mean

opacities, for the Rosseland case, the optically thick and LTE re-

sults are quite similar, due to the influence of weighting func-

tion that reaches its maximum in a photon energy range in which

both monochromatic opacities are rather similar. The differences

are slightly greater for the Planck mean opacity although the dif-

ferences are of the same order of magnitude. As for the lower den-

sity, we observe that the mean opacities underestimate the values

of the opacity in wide ranges of photon energies. 

These differences between the optically thin and optically thick

models will be reduced as the electron temperature increases since

the self-absorption becomes less relevant. On the other hand, for

the electron density of 10 11 cm 

−3 the effect of the self-absorption

is appreciable for the largest slab width and for low electron tem-

peratures (up to around 10 eV). 

4. Conclusions 

Radiation-hydrodynamic simulations require of quantities that

involve integrals of the specific intensity over the frequency vari-

able. These quantities are obtained from the resolution of the ra-
iative transfer equation which requires the calculation of radia-

ive opacities. In this work we have carried out calculations of the

onochromatic, multigroup and mean opacities of an astrophysi-

al plasma mixture for electron temperatures and densities rang-

ng from 1 to 10 0 0 eV and 10 11 to 1.5 × 10 20 cm 

−3 , respectively,

hich cover situations of NLTE and LTE thermodynamic regimes.

ince the mixture includes chemical elements with different ion-

zation potentials, we have performed an analysis of the relative

mportance of their contribution to the total monochromatic opac-

ty as a function of the electron density and temperature of the

lasma. Furthermore, the elements will contribute at different re-

ions of photon energies in the absorption spectra. For the calcu-

ations of the plasma level populations and monochromatic opac-

ties a collisional-radiative model was used assuming the plasma

s homogeneous in steady state and optically thin. We have found

hat the relevance of hydrogen and helium is mainly for elec-

ron temperatures lower than 50 eV. Carbon, nitrogen, oxygen and

eon also starts contributing at low temperatures. For tempera-

ures higher than 100 eV, the carbon and nitrogen contribution

ill be mainly due to their H-like ion, whereas this will occur for

xygen and neon for temperatures greater than 300 eV. The con-

ribution of magnesium, silicon and sulfur becomes appreciable at

he electron temperature of 50 eV and the iron contribution begins

o be noticeable at the electron temperature of 100 eV. The influ-

nce of the density in the contribution of the different chemical

lements is less important than the influence of the temperature. 

Since the resolution of the RTE for each frequency in radiation-

ydrodynamic simulations entails high computational costs, the

ultigroup method is a commonly used method for handling the

requency variables in the RTE in order to achieve a compromise

etween accuracy and computational costs. In this work we have

ade an analysis of the influence of the number of the groups

sed in the Planck and Rosseland multigroup opacity simulations.

he radiative opacities of the multicomponent plasma analyzed

re, in general, widely varying functions of the frequency. When

 low number of groups is considered in the multigroup method,

he influence of the weighting functions is significant and this may

ead to inappropriate results, especially in the gray approach. For

he range of temperatures analyzed, as the temperature increases

he complexity of the absorption spectra spans over larger range

f photon energies. This might entail the increase of the number

f groups, but an alternative option to avoid that is to divide the

hoton frequency range into non-homogeneous groups including

ore of them in those range of photon energies where the opacity

resents a greater dependence on frequency and a few number of

roups where the opacity shows a smooth behavior with the fre-

uency. 

We also presented results about the influence of the plasma

elf-absorption in the monochromatic and multigroup opacities of

he plasma mixture assuming planar geometry and the departures

rom LTE regime. The study was made for three slab widths, for

wo temperatures and for three densities. As the plasma mixture

ncludes chemical elements that may have quite different ioniza-

ion potentials, the effect of the radiation trapping, for a given

lasma condition, will not be the same and this fact will have a

irect effect on the absorption spectrum. The effect of the self-

bsorption decreases as the electron density drops and also with

n increase of the electron temperature. In both cases, the ab-

orption coefficient diminishes and then the effect of the radiation

rapping. Thus, for the electron density of 10 11 cm 

−3 the effect of

he self-absorption is appreciable for electron temperatures lower

han 10 eV and for the largest slab width considered. On the other

and, in the range of electron densities 10 14 − 10 20 cm 

−3 and de-

ending on the electron temperature, the optically thick simula-

ions may produce quite different results to those of the optically

hin model and, therefore, in these cases self-absorption effects
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hould be considered. For the low electron temperatures regime

up to around 50 eV), we obtained the LTE thermodynamic regime

an be assumed for the electron density of 10 19 cm 

−3 . On the

ther hand, as the temperature increases, the threshold value for

he density also does and we detected that at 100 eV the value

equired to assume the plasma to be in LTE is higher than 10 20 

m 

−3 . However, there are situations in which the optically thick

esults are closer to those obtained assuming the plasma in LTE

han those provided by optically thin calculations. 
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