Automatic modeling using PENELOPE of two HPGe detectors used for measurement of environmental samples by $\gamma$-spectrometry from a few sets of experimental efficiencies
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ABSTRACT

The aim of this paper is to characterize two HPGe gamma-ray detectors used in two different laboratories for environmental radioactivity measurements, so as to perform efficiency calibrations by means of Monte Carlo Simulation. To achieve such an aim, methodologies developed in previous papers have been applied, based on the automatic optimization of the model of detector, so that the differences between computational and reference FEPEs are minimized. In this work, such reference FEPEs have been obtained experimentally from several measurements of the IAEA RGU-1 reference material for specific source-detector arrangements. The models of both detectors built through these methodologies have been validated by comparing with experimental results for several reference materials and different measurement geometries, showing deviations below 10% in most cases.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

When measuring samples by gamma-ray spectrometry, the Full Energy Peak Efficiencies (FEPEs) for the lines of interest must be determined. This is achieved by a process known as efficiency calibration of the detector, which can be performed by means of experimental procedures [1–3] or theoretical-mathematical methods [4–6], including the Monte Carlo simulation [7–9].

The efficiency calibration by direct Monte Carlo Simulation presents the clear advantage that it allows calculating FEPEs easily, rapidly and with enough precision without the need to perform any measurement of Certified Reference Materials (CRMs), with its consequent saving both economic and temporal [10–12]. However, in order to calculate reliable FEPEs, a computational detector model with a similar response to the real one must be used, which is obtained through a procedure known as detector characterization. Several works can be found in the literature about the characterization of gamma-ray detectors [13–15], including two papers previously published by the authors of the present work [16,17], in which automatic computational methodologies for the characterization of HPGe detectors have been developed.

In the first paper [16], a simple methodology of characterization is proposed, consisting in an implementation of a mono-objective optimization evolutionary algorithm, called Differential Evolution or DE [18], together with the Monte Carlo Simulation code PENELOPE [19], so that a computational model of the detector would be built automatically, with the only requirements of an accurate set of reference FEPEs for a specific sample-detector arrangement and material of the sample, but restricted to those beakers with a diameter lower than the crystal diameter of the detector. In the second [17], the methodology proposed in the first work was upgraded, eliminating such restriction by both improving the detector model and implementing a multi-objective Differential Evolution algorithm or DEMO [20] instead of its mono-objective precursor DE. In both cases, the methodologies proved to obtain successfully a detector model which generated FEPEs equivalent to the ones taken as reference, which were calculated, for a given
detector, by Canberra’s LabSOCS software [21], due to its flexibility to raise several cases for validating the methodologies proposed, avoiding at the same time imprecisions which could have appeared if reference experimental FEPEs had been used instead.

The present work aims to take a step forward, applying each methodology to a different HPGe detector owned by two different environmental laboratories, taking as reference the experimental FEPEs determined in such detectors, for a given reference material, IAEA RGU-1 [22] and a few source-detector arrangements, validating posteriorly the models built through these methodologies by comparing the calculated FEPEs with experimental results for different measurement geometries and reference materials. Finally, it is important to remark that this work does not aim to find the real characteristics of the detectors, but to get computational models which behave as similar as possible to the real detectors, even though the model characteristics might differ significantly from those of the real detector.

2. Material and methods

2.1. Gamma ray detection systems, software and codes

In this work, two Canberra HPGe detectors from two different laboratories of environmental radioactivity have been used. The first one (DET1), which belongs to the GIRMA group at the Department of Physics of the University of Las Palmas de Gran Canaria, is a model GX3518 with 38% of relative efficiency and nominal FWHM of 0.875 keV at 122 keV and 1.8 keV at 1.33 MeV. The second one (DET2), owned by the FryMA group at the Department of Applied Physics of the University of Huelva, is a GX3519 with 35% of relative efficiency and nominal FWHM of 0.95 keV at 122 keV and 1.9 keV at 1.33 MeV. Both detectors are situated into shields with 15 cm thick iron walls, located in a room with concrete walls and ceiling, and work together with multichannel analyzers and the Genie 2000 software package [23].

The Monte Carlo simulations for obtaining the computational FEPEs have been performed by the PENELOPE 2011 code [19]. Due to the cylindrical geometry of the detectors and samples, the pencyl.f subroutine, included in the PENELOPE distribution package for simulations for cylindrical geometry, has been used for controlling the entire simulation. The compilation of PENELOPE with pencyl.f, which requires an input file with the information needed for performing the simulations, it is to say, the geometry and materials of the detector and the definition of its active regions, geometry and materials of the sample and the beaker in which it is placed, type of radiation emitted by the source to be simulated (γ or β) with its energies, duration of the simulation, etc.

As it will be explained below, the optimizations of both computational detector models are performed by the DE and DEMO algorithms [18,20], programmed in scripts in Matlab©, together with the command lines to write, in PENELOPE input files, the definition of the geometric characteristics of the detector model (which represent a candidate solution in the optimization process) as well as the command lines for reading the PENELOPE output files with the information required to calculate the FEPEs for the desired energies.

2.2. Reference materials and beakers

For obtaining the experimental FEPEs used as reference during the optimization process of both computational detector models, the reference material IAEA RGU-1 has been chosen, whereas for the validation of such models, the RGU-1, RGTh-1, RGK-1, 447, 448, 326 and 326 from the IAEA and the DH-1a from the CANMET, have been used. IAEA RGU-1, RGTh-1 and RGK-1 are reference materials meant for validation of such models, the RGU-1, RGTh-1, RGK-1, 447, 448, 434 from the IAEA and the DH-1a from the CANMET, have been used. In this work five different beakers have been used, three of them, beaker 1 (D1 = 56 mm, D2 = 47.9 mm, H = 72.9 mm and e = 0.7 mm), beaker 3 (D1 = 38.5 mm, D2 = 35.6 mm, H = 62.9 mm and e = 0.7 mm) and beaker 5 (D1 = D2 = 52.2 mm, H = 21.4 mm and e = 0.3 mm) are beakers type 1, and two, beaker 2 (D1 = 115.8 mm, D2 = 79.2 mm, H1 = 103.3 mm, H2 = 70.2 and e = 2 mm) and beaker 4 (D1 = 124.2 mm, D2 = 86.4 mm, H1 = 116.2 mm, H2 = 77.0 and e = 2.2 mm) are type 2. With regard to the materials, beakers 1 to 4 are polypropylene beakers whereas beaker 5 is made of aluminum.

2.3. Models of detectors

DET1 has been characterized using the methodology developed in G. Guerra et al. [17] and DET2 using the methodology developed in G. Guerra et al. [16]. Table 1 contains the values of the known geometric characteristics of both computational models, which has been considered constant during the optimization process, the definition of the variables of the optimization problem (unknown characteristics), as well as the minimum and maximum values considered for each variable during the optimization process.

In addition to the different dimensions of the Germanium crystals, the main difference between both computational models is the consideration of a simplified crystal mount cap in the DET1 model [17]. This is needed in order to calculate FEPEs with enough accuracy in cases in which the beaker diameter is significantly larger than the germanium crystal one, being especially important in the case of Marinelli beakers, in which an important part of their volume surrounds the detector. Given the fact that the DET2 computational model does not include the mount cap, calculations with such model will only be suitable for beakers situated over the window with a maximum diameter equal to the crystal diameter. The materials considered for both computational models are aluminum for the housings and for the mount cap in DET1, carbon composite for the windows and germanium for the crystals (both for the active region and the dead layer).

2.4. Determination of experimental FEPEs

As it was mentioned in Section 2.2, the experimental FEPEs used as reference during the optimization process of both computational models, have been obtained by analyzing the reference material IAEA RGU-1 [22] by gamma spectrometry with different geometries. This material has been chosen because of its several reliable gamma emissions throughout the region of interest (45–1800 keV) for environmental radioactivity measurements. Concretely, a set of 8 gamma lines with energies within such interval (46.5, 63.3, 143.8, 186.0, 295.2, 352.0, 1001.0 and 1764.5 keV) has been chosen, as the corresponding full energy peaks stand out sufficiently from the Compton Continuum and are relatively free of interferences with other peaks in the spectra (which together implies acceptable area uncertainties), as well as because of being free of coincidence summing effects. Additionally, the quite well approximate knowledge of its chemical composition allows calculating FEPEs by Monte Carlo simulation at low energies with an acceptable accuracy.

For DET1 characterization process, beakers 1 and 2 have been completely filled with RGU-1 placing the first centered over the DET1 window at 1 mm of distance, and the second, a Marinelli beaker, with its internal face centered directly over the window, so that the sample surrounds an important part of the detector. These two sample-detector arrangements will be named RA1, and RA2, respectively throughout the
energies, with the only exception of the line of 143.8 keV, for which

\[ \text{with Eqs. (1) and (2)}, \]

different radionuclides of the uncertainty of 0.1 g, whereas the acquisition times have been 86749, time has not been considered as it is negligible compared to the rest corresponding uncertainties. In Eq. (2), the uncertainty related to the Summing Correction Factor, whereas, \( t_P \), activity concentration of the relevant radionuclide, \( m \), window thickness of the \( 222 \)Ra and \( Rn \). The characterization methodologies applied in this work, consist in the optimization of a computational model for each detector, seeking

\[ \text{is 228 ± 2. The} \quad P_i, \text{and uncertainties considered have been obtained from the National Nuclear Data Center [34].} \]

\[ \epsilon_{\text{exp}} = \frac{C}{\text{CSCF} \cdot [\text{Ac}] \cdot P_i \cdot t \cdot m} \]  

\[ u_{\epsilon_{\text{exp}}} = \epsilon_{\text{exp}} \sqrt{\left(\frac{u_C}{C}\right)^2 + \left(\frac{u_{\text{Ac}}}{[\text{Ac}]}\right)^2 + \left(\frac{u_{P_i}}{P_i}\right)^2 + \left(\frac{u_t}{t}\right)^2 + \left(\frac{u_m}{m}\right)^2 + \left(\frac{u_{\text{CSCF}}}{\text{CSCF}}\right)^2} \]

The following lines for simplification purposes. With regard to DET2, beaker 3 has been filled up to 25 mm of RGU-1 and has been situated centered at 3.5 mm of distance (RA). In every case, once shut and sealed with aluminum tape, before performing each spectrum acquisition, the beakers have remained undisturbed for at least 4 weeks (approximately seven minutes the half-life of \( 222 \)Rn) waiting for the radioactive equilibrium between \( 228 \)Ra and \( 222 \)Rn.

Table 2 shows the experimental FEPEs (\( \epsilon_{\text{exp}} \)) used as reference during the characterization process of DET1 and DET2. Such experimental FEPEs and their uncertainties, as well as the ones used for the validation procedures in Section 3.2, have been determined by analyzing the spectra acquired for the corresponding sample-detector arrangements, and applying Eqs. (1) and (2), being \( C \) the net counts observed in the relevant full energy peak (subtracting both Compton Continuum and laboratory background, performed by GENIE2000 [23]), \( [\text{Ac}] \) the activity concentration of the relevant radionuclide, \( P_i \), the probability of gamma emission for the corresponding radionuclide and gamma line, \( t \) the acquisition time, \( m \) the sample mass and CSCF the Coincidence-Summing Correction Factor, whereas, \( u_C, u_{[\text{Ac}]}, u_{P_i}, u_m, u_{\text{CSCF}} \) are the corresponding uncertainties. In Eq. (2), the uncertainty related to the time has not been considered as it is negligible compared to the rest of elements within the radianc. The masses of the samples of RGU-1 in beakers 1, 2 and 3 are 221.1, 925.6 and 37.5 g respectively with an uncertainty of 0.1 g, whereas the acquisition times have been 86749, 68882 and 20644 s. Given the radioactive equilibrium among the different radionuclides of the \( 238 \)U decay series [22], for the calculations with Eqs. (1) and (2), \( [\text{Ac}] \) has been considered to be 4940 ± 30 for all energies, with the only exception of the line of 143.8 keV, for which \( [\text{Ac}] \)
for the geometric characteristics that minimize the differences between the experimental FEPEs considered as reference (Section 2.4), and the calculated FEPEs. The model of DET2 has been optimized using the DE algorithm [16,18], taking as reference the sample-detector arrangement RA1. Moreover, for the optimization of the model of DET1, the DEMO algorithm [17,20] has been used, taking as reference the sample-detector arrangements RA1 and RA2.

Both optimization processes start with candidate solutions or individuals randomly generated at the beginning within the search domain (\(x_{\text{min}} \rightarrow x_{\text{max}}\)) (defined in Table 1 for each variable of the problem). These individuals are vectors \(x_p = \left(x_{p,1}, \ldots, x_{p,m} \right)\), where each component, with index \(m\), is a variable of the optimization problem \(x_{p,m}\) (i.e. the unknown characteristics in Table 1, \(n = 6\) in the case of DET1 and \(n = 5\) in the case of DET2), restricted within the mentioned search domain, whereas \(g\) is the generation or iteration index and \(p\) the individual or candidate index. The optimization is performed by creating new candidate solutions using the operators of mutation and crossover (both commonly used in evolutionary algorithms) and selecting the candidate solution with the best value for the optimization purpose, which is evaluated by the objective functions (only one in the case of the optimization of DET2 using DE, and two functions in the case of DET1 using DEMO). During the execution of both algorithms, the population size, it is to say the number of individuals, is maintained at a constant value NP. Further details can be found in previous papers [16,17] where both computational methodologies applied in this work were developed and explained in detail.

The objective functions used for the selection phase are analytically expressed in Eq. (3), where \(E_i\) is the energy of the full energy peak \(i\), RA1 the corresponding reference sample-detector arrangement, \(\varepsilon_{\text{exp} RA1}\) is the experimental FEPE taken as reference and \(\varepsilon_{\text{PENELOPE}}\) is the corresponding FEPE calculated for a specific individual \(x_p\).

\[
f_{RA1}(x_p) = \sum_{i=1}^{k} \left( \frac{\varepsilon_{\text{PENELOPE}}(x_p, E_i) - \varepsilon_{\text{exp} RA1}(E_i)}{\varepsilon_{\text{exp} RA1}(E_i)} \right)^2 \text{ for } j = 1,2 \text{ in DET1} \]
\[
\quad \text{ for } j = 3 \text{ in DET2.} \quad (3)
\]

Regarding the parameters chosen for the execution of the optimization algorithms, a population size of ten times the number of variables has been chosen, as recommended in Storn and Price [18], it is to say, NP = 60 in the case of the optimization of DET 1 by means of DEMO and NP = 50 in the optimization of DET2 by DE. In both optimization processes, the mutation (F) and crossover (CR) factors have been chosen 0.3 and 0.7 respectively. Both algorithms have been run during 100 generations (stopping criterion).

### 2.6. Validation procedure

The validation of the optimized models of DET1 and DET2 has been performed in two steps. First of all, the reference materials IAEA RU-1, RGTh-1 and RGK-1 have been used to perform a comparison between experimental and computational FEPEs (results in Section 3.2.1.) for a wide variety of measurement geometries and for 19 gamma emissions within the energy range of interest (40–1800 keV), as can be seen in Tables 3 and 4. The uncertainties of the experimental FEPEs, determined using Eq. (2), are within 0.6–4.7% in the case of DET1 and 0.7%–7.6% in DET2.

Secondly, the CRMs IAEA 447, 448, 434 and 326 and the CANMET DH-1a, have been measured for different geometrical and bulk densities using the corresponding computational FEPEs, comparing subsequently the results of the analysis with the certified activities (Section 3.2.2.). For the measurements in DET1, the samples IAEA 447 and 448 were prepared in beaker 5 completely filled of such CRMs with a mass of 51 g and 47.3 g respectively. The samples of IAEA 434, 326 and CANMET DH-1a were prepared in beaker 3 with a height of 13.4, 23.0, 25.5 mm and a mass of 13.0, 30.0, 31.6 g respectively. With regard to the samples used for the measurements in DET2, the same samples IAEA 447 and 448 as in DET1 were measured, whereas the samples of IAEA 434, 326 and CANMET DH-1a were prepared in beaker 3 with a height of 17.5, 31.0, 26.9 mm and a mass of 20.5, 30.0, 31.6 g respectively.

Again, every sample has been measured at least 1 month after its preparation. However, in the case of the samples of IAEA 448 and CANMET DH-1a, due to their high concentrations of 226Ra, a considerable escape of 222Rn has been noticed, reason why in such samples the concentration of 226Ra has been obtained through its direct gamma line of 186 keV. In the case of the IAEA 448, this line can be used without performing any correction, as the 235U content is negligible [27]. On the other hand, for DH-1a, a correction has been performed, discounting the theoretical counts due to the emission of 235U, based on its activity concentration determined through the line of 143.8 keV.

During both validation steps, the goodness of the optimized models has been evaluated using the relative bias or relative deviation (Eq. (4)), the zeta-score [37] (Eq. (5)) as well as the Precision Score (Eq. (6)), widely used by the IAEA in inter-comparisons and proficiency tests [38–41], where \(a \pm u_a\) is the measured or calculated value (the calculated FEPEs in Section 3.2.1 and the measured activities in Section 3.2.2) and \(b \pm u_b\) is the expected or reference value (the experimental FEPEs in Section 3.2.1 and the certified activities in Section 3.2.2).

\[
RD(\%) = \frac{a - b}{b} \times 100 \quad (4)
\]
\[
\zeta_{\text{score}} = \frac{|a - b|}{\sqrt{u_a^2 + u_b^2}} \quad (5)
\]
\[
P_{\text{score}} = 100 \cdot \left( \frac{u_a}{a} \right)^2 + \left( \frac{u_b}{b} \right)^2 \quad (6)
\]

The source of uncertainties in the calculated FEPEs are mainly the uncertainty of the experimental FEPEs used as reference during the characterization process, the statistical uncertainty of the PENELLOPE calculations, the inaccuracy in the dimensions of the beakers and samples height considered for the calculations, as well as in the chemical composition and density of the materials considered. Given that there is no analytical expression which would allow propagating such sources of uncertainty, and that they cannot either be appropriately quantified, the uncertainties of the calculated FEPEs have been assigned so that the FEPEs calculated for the reference arrangements (RA1, RA2 and RA3) and the corresponding experimental FEPEs are compatible within uncertainties, it is to say, an uncertainty of 5% for the calculations with the DET1 model and 6% in DET2.

### Table 2

<table>
<thead>
<tr>
<th>Radionuclide</th>
<th>En (keV)</th>
<th>(\varepsilon_{\text{exp} RA1})</th>
<th>(u_{\varepsilon_{\text{exp} RA1}})</th>
<th>(\varepsilon_{\text{PENELOPE}})</th>
<th>(u_{\varepsilon_{\text{PENELOPE}}})</th>
<th>(\varepsilon_{\text{exp} RA3})</th>
<th>(u_{\varepsilon_{\text{exp} RA3}})</th>
<th>(\varepsilon_{\text{PENELOPE}})</th>
<th>(u_{\varepsilon_{\text{PENELOPE}}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>210Pb</td>
<td>46.5</td>
<td>0.0325</td>
<td>0.0004</td>
<td>0.01576</td>
<td>0.00018</td>
<td>0.1006</td>
<td>0.0017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>234Th</td>
<td>63.3</td>
<td>0.0439</td>
<td>0.0010</td>
<td>0.0305</td>
<td>0.0007</td>
<td>0.120</td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>232U + 232Th</td>
<td>143.8</td>
<td>0.0427</td>
<td>0.0012</td>
<td>0.0494</td>
<td>0.0010</td>
<td>0.113</td>
<td>0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>232Th + 228T</td>
<td>186.0</td>
<td>0.0376</td>
<td>0.0004</td>
<td>0.0443</td>
<td>0.0004</td>
<td>0.092</td>
<td>0.0013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>214Pb</td>
<td>295.2</td>
<td>0.02496</td>
<td>0.00017</td>
<td>0.03129</td>
<td>0.00020</td>
<td>0.0587</td>
<td>0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>214Bi</td>
<td>352.0</td>
<td>0.02189</td>
<td>0.00014</td>
<td>0.02776</td>
<td>0.00018</td>
<td>0.0505</td>
<td>0.0004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>239mPa</td>
<td>1001.0</td>
<td>0.00956</td>
<td>0.00026</td>
<td>0.01202</td>
<td>0.00022</td>
<td>0.0212</td>
<td>0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>241Bi</td>
<td>1764.5</td>
<td>0.00599</td>
<td>0.00004</td>
<td>0.00790</td>
<td>0.00005</td>
<td>0.01296</td>
<td>0.00018</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Results and discussion

3.1. Optimal solutions

The solutions of the optimization process of both detectors models can be seen in the last two columns of Table 1. In the case of DET2, characterized using DE, the solution with minimum objective function \( f_{\text{RA}} \approx 0.00483 \) has been chosen. In the case of DET1, the DEMO algorithm reached several non-dominated solutions which would be theoretically equally acceptable. In this case, for selecting the definitive solution, the sum of both objective functions (the lower the value, the more appropriate the behavior of the model to the reality) and the difference between them (the lower the value, the more the similarity of the model accuracy for both types of measurement geometries) have been chosen. Therefore, in this case the selected solution has been the one with the second best sum of both objective functions \( f_{\text{RA}} \approx 0.00380 \) and \( f_{\text{RA}} \approx 0.00382 \) but with the lowest difference between both functions. The selection of this solution instead of the solution with best sum of functions \( f_{\text{RA}} \approx 0.00409 \) and \( f_{\text{RA}} \approx 0.00325 \) was due to the fact that, in this second option the sum is slightly lower than in the chosen option, whereas in the first option the difference is considerably lower than in the second option.

3.2. Validation of the optimal models

3.2.1. Computational vs. experimental FEPEs

The relative deviations (Eq. (4)) between the experimental and computational FEPEs can be seen in Tables 3 and 4. In such tables, the 19 emissions considered, the radionuclides which emit them, as well as the corresponding reference material are stated. As can be seen, most of cases present deviations below the uncertainties considered for the FEPEs calculations (85% of cases below the 5% for DET1 and 79% of cases below the 6% for DET2 model), whereas the average deviations for each geometry are below 3% in every case in DET1 and 5% in DET2, which is a good indicator of the goodness of the detector models built.

The zeta-score and \( P_{\text{core}} \) values for all the sample-detector arrangements considered in this section can be seen in Fig. 2 for both detectors. In such a figure, it can be observed that all the zeta-score values are...
below the limit of 1.64 (critical value for a normal distribution with a confidence level of 90%), below which the results to be compared are not significantly different [42], confirming therefore the good agreement between the experimental FEPEs and the ones calculated for both computational models. With regard to the precisions scores, their values are within 5.1%–6.9% in the case of DET1 and within 6.0%–9.7% in case of DET2, but being most of them below the 7.5%, which can be considered acceptable, as the limits of this test rarely are below 10% in the IAEA proficiency tests and inter-comparisons [38,39,41].

Therefore, the results of the zeta-score and \( P\)-score confirm that the computational models built in this work, calculate FEPEs with an acceptable accuracy and precision, even for materials, energies and geometries different to the reference ones (stated in Section 2.4).

3.2.2. Measurement of certified reference materials

Tables 5 and 6 show the results of the CRMs measured in DET1 and DET 2 respectively using the corresponding computational FEPEs, as well as the reference values for the corresponding radionuclides, the relative deviation between them, the zeta-score and P-score values used for the comparison.

In both Tables 5 and 6, most of cases show zeta-score values below the limit of 1.64 mentioned before, being all of them below 2.58 (critical value for a normal distribution with a confidence level of 99%), used by the IAEA as limit in its proficiency tests and inter-comparisons [38,39,41]. The precisions scores observed in such tables are also acceptable according to the limits set in the IAEA proficiency tests and inter-comparisons, commonly within 15%–30% for natural radionuclides in environmental samples, depending on the type of sample, level of activity, radionuclide, etc. [29,43–45].

4. Conclusions

Two HPGe gamma-ray detectors owned by two different research laboratories on environmental radioactivity have been characterized, using a different automatic characterization methodology for each one. Such methodologies consist of using evolutionary algorithms for searching the optimal detector model built in a Monte Carlo code, so that the calculated FEPEs are as similar as possible to the reference ones, determined in this work experimentally using the reference material IAEA RGU-1 for a few reference sample-detector arrangements. In this work the PENELOPE code has been used for the Monte Carlo simulations, however, other similar codes may be used, provided that such code permits performing an automatic optimization commanded by a main script, where the optimization algorithms are implemented.

For the validation of the optimal detector models obtained, calculated FEPEs have been compared to the corresponding experimental ones for a wide variety of geometries, susceptible to be used during the normal operation of such detectors, and for the three reference materials IAEA RGU-1, RGTh-1 and RGK-1, observing acceptable deviations, most of which below 10%. In order to check the good agreement between the computational and experimental FEPEs, the zeta-score and P-score have been used, observing that in every case studied, the limits of 1.64% and 10% respectively have not been surpassed, which confirms that the models generate FEPEs with an acceptable accuracy and precision according to the requirements set by the IAEA in its proficiency tests and inter-comparisons.

Additionally, several samples of CRMs have been measured in both detectors, also for different sample geometries, calibrating in efficiency using the corresponding calculated FEPEs for the subsequent comparison between the results of the spectrometric analysis and the certified activities. Again, the z-score and P-score have been used, confirming the goodness of the detectors models.

To conclude, despite the relative simplicity and rapidity of the methodologies applied in this work, without the necessity of having the detectors inoperative for a long period nor using very refined techniques, and having started from a limited knowledge of the actual geometrical characteristics of the detectors, the two models of HPGe detectors obtained allow performing efficiency calibrations suitable for the measurement of environmental samples by gamma spectrometry.
Table 5
Results of the analysis performed to the samples of different CRMs measured in DET1 (uncertainties given as 1 - σ), utilizing, for the efficiency calibration, the FEPEs calculated using the optimized model. Comparison of the measured values with the values certified by the IAEA and CANMET (Measurement dates provided in first column).

<table>
<thead>
<tr>
<th>CRM</th>
<th>Radionuclide</th>
<th>En (keV)</th>
<th>Certified [Ac] (Bq/kg)</th>
<th>Measured [Ac] (Bq/kg)</th>
<th>RD (%)</th>
<th>Zeta-score</th>
<th>P-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAEA 447(16th June 2017)</td>
<td>210Pb</td>
<td>46.5</td>
<td>336 ± 16</td>
<td>376 ± 24</td>
<td>12.0</td>
<td>1.41</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>137Cs</td>
<td>661.7</td>
<td>356 ± 8</td>
<td>354 ± 21</td>
<td>0.5</td>
<td>0.08</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>40K</td>
<td>1460.8</td>
<td>550 ± 20</td>
<td>540 ± 30</td>
<td>2.4</td>
<td>0.29</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>228Ac</td>
<td>911.0</td>
<td>37 ± 2</td>
<td>34.8 ± 2.7</td>
<td>6.0</td>
<td>0.66</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>235Fr</td>
<td>238.6</td>
<td>37.0 ± 1.5</td>
<td>37.0 ± 2.3</td>
<td>0.1</td>
<td>0.02</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>228Ra</td>
<td>352.0 (228Ra)</td>
<td>25 ± 2</td>
<td>20.7 ± 1.6</td>
<td>−16.9</td>
<td>1.63</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>228Ra</td>
<td>911 (228Ac)</td>
<td>39.6 ± 1.8</td>
<td>37 ± 3</td>
<td>−6.1</td>
<td>0.63</td>
<td>10.2</td>
</tr>
<tr>
<td></td>
<td>232U</td>
<td>63.3 (232U)</td>
<td>29.4 ± 1.3</td>
<td>29 ± 5</td>
<td>0.1</td>
<td>0.01</td>
<td>17.9</td>
</tr>
<tr>
<td></td>
<td>226Ra</td>
<td>46.5</td>
<td>31100 ± 900</td>
<td>27800 ± 1400</td>
<td>−10.4</td>
<td>1.91</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>238U</td>
<td>143.8</td>
<td>1498.0 ± 2.0</td>
<td>1520 ± 80</td>
<td>1.3</td>
<td>0.22</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>238U</td>
<td>63.3 (238U)</td>
<td>32450 ± 40</td>
<td>30000 ± 1700</td>
<td>−6.5</td>
<td>1.26</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>226Ra</td>
<td>186.0</td>
<td>31500 ± 1100</td>
<td>29000 ± 1300</td>
<td>−8.0</td>
<td>0.79</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>222Th</td>
<td>911 (222Ac)</td>
<td>3680 ± 120</td>
<td>3720 ± 200</td>
<td>1.2</td>
<td>0.19</td>
<td>6.3</td>
</tr>
</tbody>
</table>

a Certified activity concentrations for the corresponding radionuclides corrected for radioactive decay and equilibrium with their radioactive precursors using Bateman equations.
b Determined through the direct peak of 186 keV, with counts from both 226Ra and 232U, discounting the theoretical counts due to the emission of 235U, based on the 235U activity concentration determined through the line of 143.8 keV.
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