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A B S T R A C T

Malignant melanoma is the deadliest form of skin cancer, but can be more readily treated successfully if detected
in its early stages. Due to the increasing incidence of melanoma, research in the field of autonomous melanoma
detection has accelerated. In this paper, a new method for feature extraction from dermoscopic images, termed
multi-direction 3D color-texture feature (CTF), is proposed, and detection is performed using a back propagation
multilayer neural network (NN) classifier. The proposed method is tested on the PH2 dataset (publicly available)
in terms of accuracy, sensitivity, and specificity. The extracted combined CTF is fairly discriminative. When it is
input and tested in a neural network classifier that is provided, encouraging results are obtained, i.e. accu-
racy= 97.5%, sensitivity= 98.1% and specificity= 93.84%. Comparative result analyses with other methods
are also discussed, and the results are also improved over benchmarking results for the PH2 dataset.

1. Introduction

One person dies of melanoma every hour [1]. Uncontrolled and
abnormal growth of skin cells leads to skin cancer. Unrepaired DNA
damage of skin cells cause mutation or triggers genetic defects de-
pending upon which skin cells rapidly multiply and form a malignant
tumor. The projected five-year survival rate for early detected mela-
noma patients is about 99% in the U.S. This falls to 63% when the
disease reaches the lymph nodes, and 20% when the disease metasta-
sizes to distant body parts [1].

According to the Skin Care Foundation statistics, one in every three
cancers diagnosed is skin cancer. Currently 132,000 melanoma cases
occurs globally. Global cases of melanoma are also increasing with
ozone layer depletion. A 10% decrease in ozone levels increases the
additional cases of melanoma skin cancer by 4500 and non-melanoma
skin cancer cases by 300,000 [19,23].

As shown in Fig. 1, it is quite challenging to early classify common
nevus, atypical nevus and melanoma [9]. Often the melanomas are
black or brown, but they can also be skin-colored, pink, red, purple,
blue or white [16,18]. Almost similar steps and sequence are involved
in a computer assisted design (CAD) skin disease diagnosis system.
These steps involve pre-processing, segmentation, feature extraction
and selection, classification and finally testing and result verification as

per respective sequence [10,17].
A new approach is proposed in this paper to extract two features i.e.

color and texture, as a single feature which is multi-direction 3D (CTF)
color texture feature. The lesion component is processed in multiple
small windows to evaluate the CTF matrix. This data is further scaled by
using gray level spatial dependence matrix as per image intensities. For
classification of melanoma and non-melanoma samples, multilayer
back propagation neural network classifier is used.

To test and evaluate the system performance the PH2 data set is
used. They are 8-bit RGB color images with a resolution of 768×560
pixels. This image database comprises a total of 200 dermoscopic
images of melanocytic lesions, containing 80 common nevi, 80 atypical
nevi, and 40 melanomas. The PH2 database contains medical annota-
tions concerning lesion segmentation, clinical and histological diag-
nosis, along with the assessment of numerous dermoscopic criteria
[5,8].

Following this introduction, a brief background is provided for
methods to extract feature from dermoscopic images and classifiers for
melanoma detection in section 2. The functional block diagram and
flow chart of the algorithm along with detailed conceptual logic is
described in section 3. Results of the proposed method and comparisons
with other novel work in a similar domain are given in section 4,
whereas section 5 finally concludes the work and suggests further areas
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of improvisation.

2. Related work

Feature extraction is a process of vital importance for detection of
melanoma in CAD diagnostic systems. Over the last decade a numerous
methods to extract various features have been proposed and experi-
ments were done in various color models as well. Although each clas-
sifier has its own characteristics and significance but its performance
majorly depends upon the uniqueness of the features extracted [13,24].

Texture wavelet, gray-level co-occurrence matrix (GLCM) and shape
features are extracted; the performance of various CAD classifiers is
compared using these features. A. R. Sadri et al. proposed a technique
which completely depends upon fixed wavelet grid network (FWGN)
and provides good results i.e. accuracy=91.82, sensitivity= 92.61,
and specificity= 91.00. The construction of FWGN is based on D-op-
timality orthogonal matching pursuit (DOOMP) which performs image
enhancement, segmentation, and classification [2].

C. Barata et al. proposed two methods for detection of melanoma
and non-melanoma images using color and texture features. It con-
cludes that both features achieve good results, although color feature
outperforms the texture feature. A set of 176 dermoscopic images from
Hospital Pedro Hispano, Matosinhos is used to evaluate and test the
proposed algorithm. Two methods are addressed, namely local and
global. Best results were achieved using global methods when lesion
region were divided into two sub-regions which results in a sensitivity
96 and specificity= 80, whereas the results of local system in terms of
classification were improved, sensitivity= 100 and specificity= 75
[3].

G. Schaefer et al. extracted the color and texture features from the
lesion component of dermoscopic images. A dataset of 564 skin lesion
images was obtained from two dermoscopic atlases. For classification,
SVM, SMOTE, ensemble and combination of classifiers were proposed.
The results of the proposed ensemble classifier system are: accu-
racy=93.83, sensitivity 93.76 and specificity= 93.84 [6].

Z. Waheed et al. extracted the color features from HSV domain. The
texture feature is extracted using the GLCM method. These features are
trained and tested in the SVM classifier. Three-fold cross validation is
used to perform classification. Results are obtained using the above
feature set and the results are: accuracy=96, sensitivity= 97 and
specificity= 84 [7].

L. Bi et al. used an automatic melanoma detection technique for
dermoscopic images via multi-scale lesion-biased representation (MLR)
and joint reverse classification (JRC). Skin lesions are represented using
closely related histograms. JRC model provides distinctive additional
information for melanoma detection. PH2 public database is used for
evaluation and testing of the proposed method. The results show: ac-
curacy= 92, sensitivity= 87.50 and specificity= 93.13 [12].

3. Proposed methadology

Color features provide improved results in comparison to textural
features, although the best results are obtained when both are used to
classify melanoma [3]. A number of methods are proposed by authors
to discretely extract the above two mentioned features [26].

In this paper a new methodology is proposed to extract the two
features of color and texture as a single feature, and a multilayer back
propagation neural network is used to classify melanoma and non-

melanoma images.
A functional block diagram of the proposed system is provided in

Fig. 2.

3.1. Lesion segmentaion

The first and foremost step before extracting any type of informa-
tion from dermoscopic imagery is to identify the lesion region. The PH2

database already contains medical annotations which are medical le-
sion segmentations for all images. An example of melanoma and non-
melanoma dermoscopic imagery with its annotated lesion component is
respectively shown in Fig. 3 and Fig. 4.

A kernel of 30× 30 is used to extract the blocks one by one from the
complete dermoscopic image. If the extracted blocks have at least 95%
pixels from the annotated lesion region, only then are CTF features
extracted and further processed from the selected block. To verify that
the pixels of the selected block are related to the lesion component or
not, a spatial map of the dermoscopic image is used. As per the PH2

database, each medical image has its respective annotated lesion part.
Details of the co-occurrence matrix (CLCM) and the CTF are explained
further in the next section.

3.2. Multi direction 3D CTF extraction

Feature plays a significant role in lesion segmentation and classifi-
cation [11]. Fourteen statistical feature co-occurrence matrices for
texture classification were defined by Harlick [20]. Due to the strong
correlation between these statistical features, only four out of fourteen
are popularly used. The CLCM matrix is based upon GLCM and equa-
tions defining it are given below from equations (1)–(4) [14,15].

=Contrast i j p i j| | ( , )
i j,

2

(1)

=Correlation i i j j p i j( µ )( µ ) ( , )

i j i j, (2)

Fig. 1. Example of common nevus, atypical nevus and melanoma.

Fig. 2. Functional block diagram of proposed system.

Fig. 3. Melanoma image and its lesion part (PH2 Dataset).
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These equations are useful to compute how many times a pixel with
gray level value is correlated to adjacent pixels by value j, and is based
on distance d (between pixel of interest and adjacent pixel) and angular
spatial relationship theta (Ө=0, 90, 45 and 135) of an image. The
color component of all three planes (R, G, B) are also added while
calculating texture feature GLCM; hence the matrix is called CLCM and
as both features are calculated in integrity a single feature is used to
form the 3D CTF. These three values create a 3D representation of the
pixel. The concept of distance (d=1) and angle (Ө=0, 90, 45 and
135) between adjacent pixels in a single plane is shown in Fig. 5.

The pixel of interest having intensity 211 is underlined and at dis-
tance, d≈ 1, four pixels are indicated with arrows. The pixel with in-
tensity 205 represents angle 0, pixel with intensity 202 represents angle
45, pixel with intensity 204 represents angle 90, and finally pixel with
intensity 203 represents angle 135. Results are calculated with d= 1
and Ө=0, 90, 45 and 135. Although, in this paper, results shown and
discussed are evaluated using distance and angle parameters as d= 1
and Ө=0, because they outperform the results in comparison to
parameters d=1 and Ө=90, 45 and 135. The reason for selection of
d= 1 is overall computational complexity of the algorithm, which will
increase considerably when increasing the kernel size (d > 1).

A sample of 12×4 CTF matrices for a 30×30 window of the lesion
part is demonstrated in Table 1. There is a trade-off between accuracy
and computational complexity while selecting window size. Smaller
window size will lead to increased computational complexity, whereas
the larger window size will lower the accuracy as well as resolution of
the feature being extracted. In the table, all four GLCM features, namely
contrast, correlation, energy, and homogeneity, are computed respec-
tively as per equations (1) to 4) using factors Ө=0 and d=1. The
initial three values exhibit d= 0 because the features are computed
between pixels of interest in different planes. GLCM and CLCM both use
a similar technique to find the features mentioned. The major difference
between them is in the method of pixel selection. GLCM selects pixels
from only one plane, but CLCM simultaneously selects pixels from all of
the three R, G and B planes with variation in Ө, angle, and d, neigh-
borhood distance.

For example, from Fig. 5 suppose that the underlined pixel with
intensity 211 is selected, and it is Red plane. The selected pixel can be
denoted as (x, y, r) where the third value represents the plane (r – red, g
– green and b - blue) [25] and x,y represents the location of the pixel.
Now if D=0 and Ө=0, then another pixel from the Green plane

(x,y,g) is selected to create the first pair of values, known as RG0 as
mentioned in Table 1. In case of D = 1 and Ө = 0, the two values will
be (x, y, (r/g/b)) and (x, y+1, (r/g/b)) which will create further
combinations mentioned in the table, such as RR, GG, BB, RB, RG, GR,
GB, BR and BG. Thus in a similar manner a complete 30 × 30 block is
extracted from the lesion part of the dermoscopic image. Now using
equations (1) to 4), all four properties are computed for 12 sets of
different combinations provided in Table 1.

A flow chart for proposed algorithm is shown in Fig. 6. To evaluate
the CTF matrix for the complete lesion part, all pixels of interest are
selected with a 30×30 neighborhood block sequentially from the
dermoscopic image, until all of the pixels of the lesion part are pro-
cessed, and the CTF matrix is also recursively appended for the same.
The block selection is done on the basis of the spatial map reference of
the lesion part, and CTF is evaluated from the selected block if it con-
tains 95% or more pixels from the lesion part only. In this way, gen-
erally a single dermoscopic image is divided into approximately
150–200 blocks of lesion parts. For example, if an image has 200 blocks
in the lesion part, then the CTF matrix dimensions will be (200×12)
2400 columns and 4 rows of data. This is a large, non-uniform, and
computationally complex feature matrix. It is not practically efficient to
store and use this large dataset for each image directly with the clas-
sifier. The dimension of features extracted in this manner is non-uni-
form because the lesion part division of each image has a different
number of blocks. Hence, to make it computationally efficient and
uniform, this large matrix is scaled down from 4×2400 to an 8×8
matrix, by calculating how often a pixel with particular intensity value i
occurs horizontally adjacent to pixel j, or in short, calculating GLCM
again for the CTF matrix.

Now the lesion part of each dermoscopic image can be represented
by this set of 8×8 matrices, irrespective of the numbers of 30×30
blocks. This 8× 8 matrix is converted into a 1× 64 vector re-
presentation before using it in the classifier.

3.3. Multilayer backpropagtion neural network classifier

As per the PH2 dataset, it consists of a set of 200 dermoscopic
images. Out of 200 images, 160 are non-melanoma and 40 are mela-
noma images. Therefore, the dimension of the input dataset for neural
network (NN) is 200×64. The target dataset is of 1×200 dimension,
representing 0 for non-melanoma and 1 for melanoma images.

The NN proposed for classification has 15 hidden layers. Data is
divided randomly into three subgroups: training (70%), testing (15%)
and validation (15%).

The Scaled conjugate gradient (SCG) back propagation method is
used for training the network. This method is based on the conjugate
directions [22]. It can train the network as long as the network para-
meters are derivative. The performance of SCG is already benchmarked
against the standard backpropagation. It is based upon well-known
optimization techniques for the conjugate gradient method. It yields a
speed-up of processing, and also lowers the overall complexity of
computation [21].

The proposed algorithm is evaluated in MATLAB. The plot for best
validation performance and all confusion matrixes are show in Fig.'s 7
and Fig. 8respectively. As we can analyze from Fig. 7 that test and
validation curves vary in a similar manner, so the network is modelled
and trained properly.

Basically, the confusion matrix is the simplest measure of the clas-
sification model to show how much it is confused while making pre-
dictions. The all confusion matrix represents the system performance in
terms of accuracy, sensitivity and specificity. It also represents the true
positive, true negative, false positive and false negative performances.
By this matrix the proposed system's results can be evaluated readily.
Results of the proposed system along the comparison with various novel
works are given in Table 2.

Fig. 4. Non-Melanoma image and its lesion part (PH2 Dataset).

Fig. 5. Adjacent pixels (D= 1 and Ө=0, 90, 45 and 135).
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4. Results and discussion

The results are investigated on the PH2 dataset of 200 dermoscopic
images. The 3D CTF matrix is extracted by combining both texture and
color features from all of the three (R, G, B) color planes. Distance and
angle parameters are taken as d=1, ϴ =0. The proposed system is
evaluated by accuracy, sensitivity, and specificity in MATLAB, using
equations (5)–(7), respectively [4]. True Positive (TP) provides the
number of correctly classified melanoma images; False Positive (FP)
provides the number of incorrectly classified non-melanoma images as
melanomas. True Negative (TN) provides the number of correctly
classified non-melanoma images as non-melanomas. False Negative
(FN) provides the number of incorrectly classified non-melanoma

Table 1
12×4 CTF matrix for 30× 30 block.

Fig. 6. Flow chart of proposed algorithm.

Fig. 7. Best validation performance plot of NN classifier.

Fig. 8. All confusion matrix of NN classifier.

Table 2
Comparative analysis of results.

Sr. Methods Accuracy Sensitivity Specificity

1 A. R. Sadri [2] 91.82 92.61 91
2 G. Schaefer [6] 93.83 93.76 93.84
3 Z. Waheed [7] 96 97 84
4 L. Bi [12] 92 87.5 93.13
5 Proposed Method 97 98.1 92.5
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images as melanomas. The recognition rate of the system is defined by
the accuracy. The Receiver Operating Characteristic (ROC) curve is a
graphical representation of the True positive rate (TPR) versus the False
Positive Rate (FPR), which is shown in Fig. 9.

The best performance achieved in terms of accuracy is 97%, al-
though a comparative analysis in terms of accuracy, sensitivity and
specificity with other novel work is also provided in Table 2.

The results presented are also better than benchmarking results of
the PH2 dataset. The benchmarking results are provided on the official
website [5] of the PH2 dataset and respected research work [5] is also
cited in the reference list.

= +
+ + +

Accuracy T T
T F T F

N P

N P P N (5)

=
+

Sensitivity TPR T
T F

( ) P

P N (6)

=
+

Specificity TNR T
T F

( ) N

N P (7)

5. Conclusion

A new technique is provided in this paper to compute color and
texture features as a single feature which is fairly distinctive, and a back
propagation neural network classifier is used to detect melanoma and
non-melanoma images. The proposed method provides state-of-the-art
results in comparison to various novel methods as shown in Table 2.
The results provided are improved over the benchmarking results of the

PH2 dataset. In the future, to make system computationally efficient
and more accurate, evaluation of this method using various color
models, datasets, and classifiers will be further introduced.
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