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Abstract. In the majority of the methods proposed for age classification
from facial images, the preprocessing steps consist of alignment and illu-
mination correction followed by the extraction of features, which are for-
warded to a classifier to estimate the age group of the person in the image.
In this work, we argue that face frontalization, which is the correction of
the pitch, yaw, and roll angles of the headpose in the 3D space, should be
an integral part of any such algorithm as it unveils more discriminative
features. Specifically, we propose a method for age classification which
integrates a frontalization algorithm before feature extraction. Numer-
ical experiments on the widely used FGnet Aging Database confirmed
the importance of face frontalization achieving an average increment in
accuracy of 4.43%.

1 Introduction

Human age classification from facial images has become an active research topic
in computer vision and pattern recognition due to its applications to demo-
graphic analysis, electronic customer relationship management, and video secu-
rity surveillance. Nonetheless, human age classification is challenging because of:
(i) the aging process, which is complicated, irreversible and uncontrollable [1]; (ii)
changes in apparent age due to facial hair (beards and mustaches) and makeup;
and (iii) the difficulty in collecting complete and sufficient training data [2].

The aging process and apparent age have been modeled via geometrical and
textural features which have been employed to describe the craniofacial devel-
opment that occurs as a series of overlapping events in human chronological
age [3]. Specifically, geometrical features consist of ratios [4] or models created
from fiducial points such as active appearance models [5] and the textural fea-
tures consist of filters which are able to find patterns in the skin. The most
common textural features are local binary patterns (LBP) [6], Gradient Orien-
tation Pyramid (GOP) [7], and biologically-inspired features (BIF) [8]. However,
the discriminative information that is extracted using geometrical and textural
features depends on the pose of the head with respect to the camera.
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Kwon and Lobo [4] categorized facial images into three age groups: babies,
young adults, and senior adults, using six ratios of distances between primary
facial components (e.g., eyes, nose, mouth, chin). Geng et al. [9] proposed an
automatic age estimation method named AGing pattErn Subspace (AGES)
which, instead of taking each facial image as a single point in the aging pat-
tern, models each aging pattern as a sequence of samples. Age estimation
is then accomplished by minimizing the reconstruction error. Guo et al. [8]
extracted biologically-inspired features which proved to be effective as they are
still employed in the age estimation task. Kilinc and Akgul [10] extracted 34
ratios and textural features such as BIF [8] and LBP [6] which are fused in
eight different ways, confirming that classifiers perform better if both geometric
and textural features are provided. Recently, Levi and Hassner [11] developed a
shallow convolutional neural network for age and gender classification. The deep-
learning architecture was designed to avoid overfitting due to the limitation of
training data by increasing the size of the training set using cropped versions of
the training images.

Although much work has been done on the task of human age classification,
most of the published work focuses on frontal images. Mirzaei and Toygar [12]
studied the influence of gender on the age classification task, but their work
is constrained to frontal images free of glasses, mustache, and beard. Levi and
Hassner [11] also constrained their work to in-plane aligned images when feeding
their convolutional neural network (CNN). Liu et al. [13] described two new geo-
metrical features (CirFace and Angle) which are Gaussianly distributed along
certain age ranges and are defined on frontal images. Nevertheless, current data-
bases, such as the FGnet Aging Database [14], contain images in the wild with
variations in head pose.

In this work, we present an algorithm for Frontalized fACial Image Age
cLassification (FACIAL). A method that addresses the age classification task
employing a frontalization technique [15] which normalizes pose, size, and align-
ment before the feature extraction procedure. The importance of the frontal-
ization technique is examined in different image resolutions and in different age
groups.

Our first contribution is proposing the use of a frontalization algorithm,
which normalizes the facial images reducing the variation due to the position
of the head and increases the classification accuracy. The second contribution is
the study of BIF and GOP features for different image resolutions. Therefore,
the effect of frontalization can be quantified in the presence of different features
and image resolutions. Finally, new age groups are defined following the human
development [16], which result in improved accuracy. A comparison with the age
groups proposed in Liu et al. [17] justifies the proposed age grouping.

The rest of the paper is organized as follows: In Sect. 2 we introduce the over-
all method. In Sect. 3 we discuss important implementation details and present
the experimental evaluation. In Sect. 4 we summarize our findings.
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2 Age Classification Using Frontalized Facial Images

The steps of FACIAL are illustrated in Fig. 1. Standard pre-processing con-
verts images from color to grayscale and, after locating the center of the eyes,
the images are rotated, scaled, cropped and aligned. In our method, frontaliza-
tion [15] registers a 2D facial image onto a 3D facial model where pose, size, and
alignment are normalized.

Fig. 1. Depiction of a block diagram of FACIAL. Facial images are pre-processed
in order to have the same pose, size, and alignment. Then, features are extracted
(BIF/GOP) and PCA is employed to reduce the dimensionality. Finally, the age group
is determined through an SVM classifier.

In frontalization, a 3D Annotated Face Model (AFM) [18] is reconstructed
from single 2D images to lift the 2D facial appearance [19] to a canonical 2D
space (geometry image space) [18]. To construct the final representation, a map-
ping between the original image and the geometry image space is performed. It
has been reported that face alignment [20] has an impact on the estimation of
age. In this work, we study how frontalization improves the performance of the
age classification. Representative examples of frontalized images are depicted in
Fig. 2.

With regard to image resolution, there is no preferred standard size. In many
works [8,20,21], an image resolution of 60× 60 has been used, in Liu et al. [13] the
image resolution is 180× 150 and in Levi and Hassner [11] the image resolution
is 256× 256.

In this work, two features are employed: BIF [8] and GOP [7]. BIF features are
derived from a feedforward model of the primate visual object recognition path-
way (HMAX Model [22]). The method alternates between layers called simple
(S) and complex (C) cell units. BIF features are built following the procedure
in Guo et al. [8] and are chosen because several state-of-the-art results have
been achieved [2,23–25] using these features. GOP features are insensitive to
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Yaw

Pitch

Roll

Frontal

Fig. 2. Representative examples of non-frontalized and frontalized images under vari-
ous initial head pose orientations. The first column indicates the dominant orientation
of the non-frontalized image.

illumination changes and the pyramid provides robustness at different scales [7].
They are based on normalizing the gradient vector at each pixel and concatenat-
ing the results for both directions. From the work presented in Liu et al. [13],
it is observed that frontal faces are better described using GOP features which
improve the classification accuracy.

Dimensionality reduction of the feature vectors is accomplished through prin-
cipal component analysis (PCA) [26]. Then, a one-versus-all multiclass support
vector machine (SVM) [27] is trained to classify the features, following the age
groups defined in Table 1. The overall methodology is described in Algorithm 1.
The FGnet Aging Database [14] was used for testing the methodology.

An ideal definition of the age groups would follow the human craniofacial
development discussed by Shu et al. [3]. However, there is no one-to-one cor-
respondence between age groups and craniofacial state. Therefore, we propose
to define the age groups based on the aging process defined by Armstrong [16],
as aging and craniofacial development are correlated. Armstrong [16] described
overlapping age groups, but in our work, non-overlapping age groups are chosen
to set crisp boundaries with respect to craniofacial development.
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Table 1. Age groups used by Liu et al. [17] and the age groups proposed in this paper.

Author Group name Age groups

Liu-3 0–3 4–19 20–69 - - - - - - -

Liu-4 0–5 6–12 13–21 22–69 - - - - - -

Liu et al. [17] Liu-5 0–4 5–10 11–15 16–29 30–69 - - - - -

Liu-6 0–4 5–9 10–14 15–29 30–49 50–69 - - - -

Liu-7 0–4 5–9 10–14 15–19 20–25 26–35 36–69 - - -

Proposed Groups FACIAL-7 0–3 4–6 7–8 9–11 12–19 20–35 36–50 - - -

Liu-8 0–4 5–9 10–14 15–19 20–29 30–39 40–49 50–69 - -

Liu et al. [17] Liu-9 0–4 5–9 10–14 15–19 20–29 30–35 36–41 42–49 50–69 -

Liu-10 0–4 5–9 10–14 15–19 20–29 30–34 35–39 40–44 45–49 50–69

Algorithm 1. Frontalized fACial Image Age cLassification (FACIAL).
Input: Facial Image
Output: Age Group Label
1: Frontalize the input image
2: Extract BIF or GOP features from the frontalized image
3: Reduce the dimensionality of the features using PCA
4: Classify the reduced features using SVM

3 Experimental Results

To evaluate FACIAL, we have used the publicly available FGnet Aging Database
[14] which contains 1,002 color and gray-scale facial images with large variations
in illumination, pose, and expression (the pictures are taken in the wild). The
age range is from 0 to 69 years old with chronological aging images available
for each subject as each person has between 6 to 18 facial images at different
ages. It comprises 34 female and 48 male subjects for a total of 82 subjects. The
proposed age groups for the FGnet Aging Database are presented in Table 2
where the number of images and the number of subjects per age group are
reported.

Table 2. FGnet DB [14] summary.

Age groups #Images #Subjects #Images/Subject

0–3 151 68 2.2

4–6 123 66 1.9

7–8 72 54 1.3

9–11 98 59 1.7

12–19 266 79 3.4

20–35 201 55 3.7

36–50 70 30 2.3

51–80 21 8 2.6
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FGnet Aging Database [14] contains images with interpupillary distances
(IPD) ranging from 78 to 200 pixels. For comparison purposes, we selected
two image resolutions (60× 60 and 150× 150) having an IPD of 32 and 80
pixels, respectively. BIF and GOP features were extracted. BIF were created
with 12 scales and 8 orientations resulting in a feature dimensionality of 6,752
and 45,424 for the 60× 60 and 150× 150 image resolutions, respectively. GOP
were built with two and three scales resulting in a feature dimensionality of
9,450 and 59,860 for the 60× 60 and 150× 150 image resolutions, respectively.
The features are normalized to have zero-mean and unit standard deviation.
Next, dimensionality reduction was performed through PCA retaining 95% of
the variance. Furthermore, to determine the parameter of the SVM linear kernel
classifier, a 5-fold cross-validation was applied for the cost parameter in the range
of [2−5, 2−3, ..., 215] and the area under the ROC curve was the criterion for the
selection of the best model. In particular, the LibSVM library [28] was used to
train the classifier. Finally, Leave-One-Person-Out (LOPO) was employed for
testing and comparison.

Representative results from FACIAL are depicted in Fig. 3. The varia-
tion in pose is normalized for the frontalization technique delivering a better

Ground

Truth

Predicted

Group
Non-frontalized Frontalized Non-frontalized Frontalized

Group 1 Group 4 Group 5 Group 4

Group 4

Group 2 Group 4 Group 5 Group 4

Group 4

Group 2 Group 1 Group 4 Group 1

Group 1

Fig. 3. Representative results from FACIAL applied to images from the FGnet Aging
Database [14], where frontalized images are correctly classified with respect to their
non-frontalized counterpart. Five age groups were considered.
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Table 3. Classification accuracy (%) on the FGnet Aging Database using images with
a resolution of 60× 60 and 150× 150, and the age groups proposed by Liu et al. [17].
Results for both BIF and GOP features are presented.

Size 60× 60 Size 150× 150

#Groups Non-frontalized Frontalized Non-frontalized Frontalized

BIF GOP BIF GOP BIF GOP BIF GOP

3 73.65 74.35 74.85 75.25 73.75 73.25 77.54 77.35

4 61.08 58.78 65.67 64.07 62.87 60.68 66.37 65.57

5 54.49 50.90 58.88 57.68 55.69 52.99 57.39 55.59

6 53.09 51.10 52.89 55.09 52.99 52.79 56.19 56.99

7 42.22 39.92 42.51 43.11 42.81 41.22 47.21 47.01

8 39.72 40.42 40.22 41.82 41.52 41.12 45.51 45.71

9 39.92 39.12 40.02 41.32 41.12 40.52 45.01 44.91

10 38.32 39.12 39.72 41.62 40.92 40.22 45.21 45.11

classification performance. The experiments were designed to examine the
impact of frontalization, image resolution, and age groups definition. The clas-
sification using the age groups proposed by Liu et al. [17] are considered as
baseline.

Table 3 summarizes the results of age classification using the non-frontalized
and frontalized images. On average, when the image resolution is 60× 60 and
images are frontalized, the classification accuracy increases along the different
splits by 1.53% for BIF and 3.28% for GOP. When the image resolution is
150× 150, the classification accuracy is increased by 3.60% for BIF and 4.43% for
GOP. From both of these results, we may conclude that frontalization improves
the performance in age classification. It may also be observed that the frontalized
version of GOP achieves higher accuracy than the non-frontalized version. In the
case of BIF features, the non-frontalized version and the frontalized version have
similar performance.

Table 3 also highlights the difference in performance when the image resolu-
tion increases. On average, the classification accuracy increases along the differ-
ent splits by 1.15% for BIF and 1.14% for GOP when the non-frontalized images
are compared and by 3.21% for BIF and 2.29% for GOP when the frontalized
images are compared. In the case of 60× 60 images, the frontalized version of
GOP is superior to the non-frontalized versions of BIF and GOP. On the other
hand, for the 150× 150 images the non-frontalized and frontalized versions of
BIF are better.

Table 4 summarizes the performance achieved when the age groups are
defined following the human age development based on Armstrong [16]. It is
worth mentioning that to avoid imbalance in the data set, the 21 images of
the last group in Table 2 were not used because the number of images in that
group is very low with respect to the number of images in the other groups.
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Table 4. Comparison of classification accuracy (%) using the Liu-7 group (1,002
images) and FACIAL-7 group (981 images).

Size 60× 60 Size 150× 150

Groups by Groups Non-frontalized Frontalized Non-frontalized Frontalized

BIF GOP BIF GOP BIF GOP BIF GOP

Liu et al. [17] Liu-7 42.22 39.92 42.51 43.11 42.81 41.22 47.21 47.01

FACIAL FACIAL-7 44.55 42.30 48.11 46.99 43.22 44.04 49.54 47.50

Table 4 also summarizes the performance when the age groups are defined fol-
lowing Liu et al. [17]. It may be observed that the proposed splitting achieves
better classification results in all the configurations: non-frontalized, frontalized,
60× 60, and 150× 150. The average accuracy increment is 2.36% and 4.74%
in images with a resolution of 60× 60 non-frontalized and frontalized, respec-
tively. And the average accuracy increment is 1.62% and 1.41% in images with
a resolution of 150× 50 non-frontalized and frontalized, respectively.

4 Conclusions

In this work, we presented a methodology for age classification which uses frontal-
ized images. We concluded that using face frontalization before feature extraction
is beneficial. The method was tested on the FGnet Aging Database [14]. As it
was demonstrated, the frontalization increases the age classification accuracy in
cases with different image resolution, features (BIF and GOP) and age groups.
In addition, a new age grouping based on the human aging process was proposed
and evaluated.
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