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SUMMARY: The high cost of oceanographic cruises often makes it advisablr: to use opportunity vessels for simple mea- 
surements, such as determining the temperature of the water column with expandable bathythermographs (XBT). In this 
work we examine the goodness and reliability of a method aimed at obtaining the maximum possible information from XBT 
data, and we apply it to the Canary Islands region. Ii consists in calculating analytic relations between temperature and salin- 
ity from historical conductiviiy-temperature-depth (CTD) data for the region, which are then used to hindcast/forecast the 
salinity and density distribution, as well as the distribution of other inferred quantities such as velocity. A hindcasting is car- 
ricd out using dircct independent temperature measurements obtained from a hydrographic cruise south of the isiand of Gran 
Canaria. At depths greater than 100- 150 m the results show good agreement with the calculations obtained from CTD in situ 
data. 
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INTRODUCTION 

When designing a hydrographic cruise we must 
take into account different logistic aspects, such as 
thc cost of ship operation and the necessity of fast 
measurements in regions where the oceanographic 
structuses change rapidly in time. These fast mea- 
surements at a relatively low cost can usually be 
done from opportunity vessels. The sort of iiistru- 
mentation used from this type oí' ship, however, is 
usually very limited because it cannot be expensive 
and its operation niust bc either automatic os fairly 
simple. 

The development of strategies for taking and 
properly using measurements obtained from oppor- 
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tunity vessels is certainly an issue of great relevance 
for the future of oceanography. The development of 
new techniques and instruments must come togetlier 
with the advance of methodologies for checking the 
reliability and usefulness of these measurements. 
One example is the use of expandable bathythermo- 
graphs (XBTs), which are routinely launched froni 
moving ships along a number of transoceanic lines. 
XBTs niay also be launched from smaller and rela- 
tively inexpensivc ships to complement hydrograpli- 
ic cruises. either to provide a preliminary gross 
overview of the temperature field in the region of 
interest os to follow the evolution of specific 
mesoscalar features. XBTs, however, only provitic 
the teinperature field, and are in themselves insuffi- 
cient to calculate other iniportant variable5 such a \  
the den\iry, geopotentiaf anomaly, or geostropfi~c 



transport. The calcul:ition of these quantitics is pos- 
sible but requires the establishment of a precise 
methodology, including the assessment of the quali- 
ty of the inferred values. 

Several authors have previously used mean teni- 
perature-salinity (T-S) curves to obtain thc dynamic 
height or the geopotential anomaly from XBT data 
(Stornmel, 1947; Emery, 1975; Eniery and Wert, 
1976; Flierl, 1978; Siedler and Stramnia, 1983; 
A.my 2nd Rrzy, 1982; Exrry er u!., !086). !x mest 
of these works a rather simple method was 
employed, what we may cal1 the standard T-S 
method, which basically consisted of the following 
four steps. First, historical CTD data is used to 
derive a mean T-S curve for spatial boxes that range 
between 2 x 2" and 10 x 10". Second, the data is 
grouped by temperature intervals. Third, a salinity 
value is assigned to each temperature interval. Final- 
ly, a moving-average filter is applied to the data in 
order to obtain a smoothed salinity curve that rnain- 
tains the water mass characteristics. In some of these 
works sorne crror analysis was performed, essential- 
ly aimed at comparing the derived values with real 
values, which led to the conclusion that the method 
is appropriate for estimating geopotential anomalies 
from XBT data. 

Emery (1975) and Emery and Wert (1976) first 
applied the above method to calculate the dynaniic 
hcight in a number of boxes within the Pacific 
Ocean. In particular, Emery (1975) examined the 
influence of the box size on the results and appreci- 
ated the difficulties arising in the upper mixed layer 
&e t~ the high disperri~fi in L: x!a!gec. Sieci,!rr :i:;?. 
Stramma (1983) examined the applicability of this 
method for computing the geopotential anomalies in 
the Northeast Atlantic Oceari. Tliese authors ulso 
tested altemative methods, like the use of T-S rela- 
tionships at selected pressure levels (Flierl, 1978) 
and the use of density-pressure (a-T) relationships 
when the T-S diagrarns showed a very high disper- 
sion. Siedler and Stramma (1 983) concluded that the 
standard T-S diagram method was appropriate foi- 
calculating the geopotential anonialy from tenipei-a- 
ture data within the Canary basin. 

So lar, however, little effort has been addressed at 
producing a systematic approach to the problem, to 
prevent a graphic inference oí' salinity and error bars 
in the derived quantities. Marrero-Díaz ef al. (1997) 
avoided the subjectivity in the assignnient of a salin- 
ity valuc to a teniperature interval by working out 
polynomial relations between salinity and tempera- 
ture. Such a polynomial not only provides an easy 

and ob,jective way to infer saliriily from tenipeixiii-C. 
but also gives error estiniates. More recently, 
Rodríguez-Santana et al. (1999) estimated the errors 
associated with inferred quantities such as dcnsity, 
dynaniic height and geostrophic velocity, both usiii? 
a propagation error and the Montecarlo Method, ltl 
this work we further examine Manero-Díaz et ( / / . 'Y  

(1997) method in order to asses ils applicability for 
calculating density as well as other derived quanti- 
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ty, and to provide estimates for the relative errors 
involved in the calculations. The method is applied 
to 2 x 2" boxes south of Gran Canaria island, a 
region where mesoscalar structures are commonly 
observed (Barton, 1987; Arístegui et al., 1994; 
Arístegui et al., 1997; Hemández-Guerra, 1 990; 
Hernández-Guerra et al., 1993; Sangrh. 3995; 
Tejera, 1996). 
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Most previous works that looked for T-S mean 
2 curves in rectangular regions of the Atlantic Ocean E 

used cubic splines and eliminated erroneous data % 
with moving-average filters (Emery, 1975; Einery 
and Wert, 1976; Siedler and Stramma, 1983: Ernery 
et al., 1986). Some of Lhese works (Siedler and E 
Stramma, 1983) also proved that it was possible to 
calculate geopotential anomalies from temperüture 
data. These efforts, however, did not produce analyt- k 
ic  re!a~iG:ls!?ips thu[ xvve:e eusy imi;!en;en! i n  cv;;;. 
puter programs and capable of providing salinity j 
and density from temperature data. These circum- $ 
starices, together with a relatively large field pro- 
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gramme launching XBTs from opportunity vessels. 
led us to examine historical data looking for such 
analytic relationships in relatively small rectangular 
boxes (2" x 2 ) .  

To obtain tlie niean T-S analytic relatioiisliips ~5.c 

searched for CTD data covering tlic whole stud) 
ai-ea, wtiich iriclucled different seasons and years. 
These data were obtained from thc databases of thc 
French IFREMER and the American NODC, as well 
as from several cruises in the region: Ignnt 
Pavlyuchenkov (Velez-Muñoz, 1992), Hespérides 
9308 (Navarro-Pércz et ul., 1994), and P202 (Iristi- 
tut für Meereskunde). These data sets covcrcd ihc 
region off Northwest Africa, from tlie African coast 
to 19"W and between 26 and 38"N. The total num- 
bcr of stations analysed was 779 and thc total nuni- 



ber of salinity-temperature pairs of data was 73,506. 
Such a large amount of data allowed a i-esolution of 
2" x 2", higher than ever attained for this region. 
Since the cruises were not evenly distributed in time, 
we could not examine a possible seasonal variation 
in the T-S algorithms. It is expected, however, that 
this variation will be considerably small below the 
top 100 or 150 m, where the seasonal surface mixed 
layer is formed (Tomczak and Godfrey. 1994; Ratsi- 
maiidresy ei al., 200 i j. 

The very diverse nature of the data, some of it 
from as early as 1936, forced us to perform a care- 
ful quality control. We observed that most data prior 
to 1970 showed a T-S behaviour that diverged con- 
siderably from the best-fit curve, so we decided to 
systematically eliminate such data. Additionally, al1 
stations near the African coastline of less than 100 m 
depth were not considered because of the very large 
seasonal influence on these shallow waters (Siedler 
and Stramma, 1983). 

The typical T-S curves for the study region show 
the presence of North Atlantic and South Atlantic 
Central Waters (NACW and SACW). They also 
show an elbow-type portion corresponding to 
Antarctic Intermediate Water (AAIW), located at a 
depth that changes from one place to another within 
the study area, but is usually below 750 meters. 
When looking for an analytic T-S relationship we 
found that the best fit was obtained with polynomi- 
als, although the presence of AAIW was hard to 
simulate and caused much worse fitting at shallower 
depths. For this reason, and since our objective was 
t n  n h t n i m  m q l : M i t . ,  A n t e  f.--- V R T  -.--i.-.- + L - t  ..,-..S 
i" i J " L u i i 1  3 'Ll l l l l lJ  UULU 1,\,I11 L X U  1 p l l l l l C  IIl<lL >WLII1 

down only to 760 m, we decided to restrict the ana- 
lytic relationships to this depth. In this manner we 
searched for and obtained analytic relationships for 
the top 760 m of 2" x 2" boxes in the geographical 
region indicated above. The analysis OS variance 
allowed us to obtain statistical parameters for each 
polynomial. The degree of the best-fit po1ynomi:ils 

FIG. 1. - Partition of'the Canary Archipielngo region in 2x2'' boxes. 

was chosen using the F test, which ranged from 4"' 
to 6'" degree, the 5'" degree polynomial being the 
best for most cases. 

Within the Canary Archipelago region, limited 
between the African coastline and 19" and 
between 26 and 3ON, we chose 7 zones for the cal- 
culation of the T-S relationships. These are identi- 
fied as follows: Zone 10 (28-3ON, 11- 13"W), Zone 
15 (28-30N. 13-15"W). Zone 16 (26-28"N. 13- 
lSnW), Zone 2 1 (28-3O0N, 15-17OW). Zone 72 (26- 
28"N, 15- 17"W), Zone 27 (28-30nN, 17- 19W).  and 
Zone 28 (36-78"N, 17-19"W) (see Fig. 1).  Table I 
presents the coefficients of the best-fit polynomials 
for each of these zones, together with the standard 
deviation, the correlation coefficient, and the nuin- 
ber of data points uscd in thcir calculation. We may 
appreciate that within the Canary Archipelago the 
+ --. .,---.-. 1 ....... 1 ......... -r Ctll  3 . - 1 1 1 ~ \ 1 - f i i  I ~ ~ ~ I Y ~ ~ ~ ~ ~ ~ ; ' ~ ~  W < I >  ; I I W L L ~ >  UI  J. uegltzt. UIU iiic 
standard deviation of the salinity was never above 
0.042 psu. 

An exan~ple of the T-S relationship is shown in 
Figure 2, i t  corresponds to zone 22 and was done 
using a total OS 47,285 temperature-salii~ity pairs of 
historical data from 1970, 3 97 1, 1972, 199 1. 1993 
and 1994. The grey line showi [he 5"' de_«i-ce poly- 
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FIG. 3. - Map showing the XBT stations and transects. 

In this section we infer salinity from temperature 
using the following analytic relationship for Zone 22 
(Table 1): 

The number of significant digits in each of the 
coefficients is established from the error analysis 
results (Sen and Srivastava, 1990; Laws, 1997; 
Rodríguez-Santana, 1999) 

Dktance (km) 

Forecasting of salinity and dynamic quantities 
from XBT data 

For this study we use the temperature-depth data 
obtained in 39 XBT stations sarnpled with the Span- 
ish Navy ship El Ferrol (Fig. 3). The distribution oi' 
salinity, potential temperature, potential density, and 
geostrophic velocity was found along transects A, B, 
C, D, E, and F, also indicated in Figure 3. The 
a r r i w  indicate the d ixc t im fi!!owed in each tran- 
sect, and also our convention for a positive direction 
used in the calculation of the normal geostrophic 
velocities. 

Figure 4 presents the temperature distribution 
along Transect B, together with the topography of ri 

near-surface isotherm, 21°C. The transect illustrates 
the deepening of the isothermals in what constitutes 
a large anticyclonic vortex located Southwest of 
Gran Canaria. Close to the island the vortex is 
tapped by a very shallow warm water layer, or warm 
lee filament, which is not present further southwest. 
The topography of the 21°C isotherm clearly illus- 
trates the position of the vortex, with its centre very 
close to Station 47 located along Transect B. 

Figure 5 shows the distribution of potential den- 
sity along Transect B, as inferred using the temper- 
ature-depth data and tlie T-S aiialytic relatioristiip. 
This figure also shows the geostrophic velocity field 
perpendicular to this transect, with 760 m as the 
leve1 of no motion. Positive values correspond to 
velocities on the page. The velocity field across Sec- 
tion B illustrates the existence of an anticyclonic 
vortex, its center near its northeastern extreme, rit 

L o n g i t u d e  E 

Fic;. 4. ( a )  Tcmpcrature ("C) distributiori on Trniisc.cl H .  (b) Topo:-rapli) (111) ol'ttic 21°C ~wihcrni .  
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Distance (km) Distance (km) 
FIG. 5. - (a) Potential density distribution on Transect B derived from XBT data. (b) Geostrophic velocity (m s.') relative to 760 m ori 

Transect B (positive values are into the paper). 

about Station 65, the magnitude of the velocity 
increasing with distance away from the vortex cen- 
ter. The density and velocity distribution was also 
calculated along al1 other transects but, for the sake 
of brevity, is not show here. The resuits confirm that 
the anticyclonic vortex is the dominant structure at 
the time of the measurements. 

We may conclude that the grid of XBT stations 
provides a gross representation of the main dynam- 
ic featurcs in thc rcgion. Its main limitation, in the 

example under consideration, lies in its relatively 
coarse spatial resolution rather than in the inaccura- 
cies in ttie estimated salinity fields. 

Hindcasting of salinity and dynamic quantities 

Figure 6 shows the temperature distribution at 10 
and 100 m depth using the XBT coarse grid. Over 
these temperature maps we have drawn the location 
of Transects 1 and 2, which correspond to CTD sta- 

16.2 16.0 1 i . 8  1 i . 6  15.4 

Longitude W 

16.2  I 6.0 1 i . 8  l i . 6  ! í . 4  

Longitude W 



Salinity (psu) 
35.2 35.6 36.0 36.4 38.8 

Salinity (psu) 
35.2 35.8 38.0 36.4 36.8 

O 20 40 60 80 

c)  Distanw (km) 

e> Di stance (km) 

4 Dirrtanca (km) 

f, Distancc [km) 

FIG. 7. - Measured and inferred salinity (psu) valuei at (a) Stntion 78 aiid (b) Statiuit 80. (c)  Measured potcritial density arid (d)  differciice 
between the measured and inferred potential density along Transect l .  (e) Measured geostrophic velocity (ni s ' )  and (f) difference between 

the measured and inferred velocitiei (111 s ' )  alorig Transect I 
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FIG. 8. - Measured and inferred salinity (psu) values at (a) Station 4 and (b) Station 114. (c) Measured potential density and (d)  difkrciicc 
between the nieasured and inferred potential density along Transect 2. (e) Measured geostrophic velocity (m S - ' )  and (0 difference betwceii 

thc  measured and inferred velocities (m S ' )  along Transcct 2. 
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tions carried out with ttie R/V García del Cid. Tlic 
spatial resolution of these transects is about 5 km, 
which is much better than the mean resolution of the 
XBT grid (some 25 km). Transect 1 was chosen 
because i t  crosses the warm water filament leeward 
of the island and Transect 2 because i t  crosses thc 
anticyclonic vortex. In the forthcoming discussion 
we will refer to "measured" quantities as those 
either actually measured or calculated using the 
CTD data, while we will refer to "inferred" quanti- 
ties as those derived using the temperature-depth 
field and the analytic T-S relationship. 

Figure 7 provides a comparison of the measured 
and inferred depth-salinity profiles at two stations 
along Transect 1. It also shows the measured poten- 
tia1 derisity and geostrophic velocity fields (refer- 
ente leve1 500 m), as well as the difference of these 
measured fields and the corresponding inferred 
fields. The inferred salinity profiles at stations 78 
and 80, the latter near the centre of the warm lee fil- 
ament, show very good agreement with the mea- 
sured profiles at depths greater than 120 m. In the 
top 120 m the inferred salinity values are smaller 
than the measured ones, probably because our mea- 
surcmcnts wcre done in early summer when the sur- 
face layer is relatively cool as compared with the 
mean annual conditions (to which the T-S curve cor- 
responds). This is probably the reason why the 
agreement is much better in the topmost 50 m of sta- 
tion 80, where the warm lee filament water is locat- 
ed. The major differences between the measured and 
inferred densities and velocities across Transect 1 
are again in the top 100- 120 m. The maximum devi- 
ation in potential density is 0.16 kg m-', a relative 
deviation of about 0.6%. The corresponding devia- 
tion in velocity is as large as 0.28 m S-' in the top 150 
m, but always under 0.08 ni S-' below 250 ni depths. 
Figure 8 provides a comparison similar to the one 
discussed above but for Transect 2, across the anti- 
cyclonic vortex. In this case the stations selected are 
Stations 4, near the vortex centre, and Station 1 14, at 
one of the vortex sides. As in Transect 1 tlie adjust- 
inent is reasonably good except in thc iop 100 (Sta- 
tion 114) or 150 m (Station 4), this depth bcing larg- 
er near the vortex centre because of its thicker mixed 
hyer.  The m,?ja- Uifferences betwecr, n:easured ar,d 
inferred values across Transect 2 are in the top 100- 
150 m. The rnaximum deviation in potential dcnsity 
is 0.16 kg m-', while the deviation in geostrophic 
. , 1 , . , . : . .  ' -..-....... L .... l..*:..-l.. I I  t..-. l.... (\  1 1 0  v c i i i ~ i i y  is G V C I  y w i i ~ i c  i tzi~ii ivciy h i i i i i i i  ( u i i u ~ i  i i.!io 

ms- ' 1 ,  except at the northeastern end apparently 
because of side-effects in the interpolation method. 

We have used a sample case in the Canary Arch- 
ipelago region to show that it is possible to obtain a 
rather good dynamic description from only XBT 
measurements with the help of T-S analytic relation- 
sliips. In the case examined, the results tum out to be 
so good that the reliability of the prediction depends 
more strongly on the low spatial resolution of the 
XBT data than on the intrinsic errors in the proposed 
methodology. 

For quantitative predictions in the Canary basin 
we have shown that the results are reliable below 
100 to 150 m, because this is the depth above which 
the T-S curve undergoes high dispersion. The pres- 
erice of rnesoscalar structures does not appear to 
modify the predictions significantly because any 
distortion affects both the temperature and salinity 
fields. An exception, however, is where the 
mesoscalar structures modify the depth of the sur- 
face mixed layer, as in anticyclonic vortices where 
this depth increases. In these regions special caution 
should be taken when one uses the methodology 
proposed here. 
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