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Abstract. In this paper we describe our environment diSNei, a graphical tool for
collaborative image analysis and visualization of models created out of slices of
volume data; this application allows a number of users to simultaneous and co-
ordinatedly analyze medical images, create graphical models, navigate through
them and superimpose raw data onto the models. The application is intended to
help physicians interpret data in the case that ambiguous situations may appear,
by means of collaboration with other colleagues. It is therefore an integrated en-
vironment for expertise interchange among physicians and we believe that it is a
powerful tool for academic purposes as well. Other outstanding application fea-
tures are its being multiplatform, and, particularly, the fact that it can run on NT
computers, and the support for stereo rendering so as to obtain a deep sensation
of inmersion into the models.

1 Introduction

Information technologies are nowadays naturally incorporated in most of the profes-
sional and social activities; in particular, graphical computer applications ease tremen-
dously the complex process of multidimensional data interpretation. Consequently, an
important effort has been focused on this concept, in very different areas, such as ge-
ology, meteorology, chemistry and, of course, medical imaging. As far as the medical
field is concerned, a number of applications have been created and reported, both in
Europe[1][2] and in the US [3][4] just to mention a few. Specifically, the joint effort
of MIT & and the Surgical Planning Laboratory (SPL) at Harvard Medical School has
given rise to a Web-based environment consisting of Java applets running on any pop-
ular browser. This package is a framework for integration of images and textual infor-
mation and it allows users to combine 3D surface models of anatomical structures, their
cross-sectional slices, and textual descriptions about the structures.

? This paper is a joint effort of two Spanish universities coordinated by the European research
grant 1FD97-0881. Alphabetical order has been used in the author’s order. Correspondence
should be addressed to the last author.



Other advanced systems have been reported, as 3DSlicer [5] from SPL, ANALYZE
[6], MEDx [7] and MNI [8]. All of these present more extensive applications in image-
guided medicine and surgical guidance, and they incorporate powerful tools for seg-
mentation, registration and quantitative data analysis.

All these tools, seem to work as isolated environments, in which a single user ‘does
the job’. However, inclussion of the possibility of collaboration seems very interesting,
as it has been reported elsewhere [9] for one-dimensional signals and [10] for echocar-
diography.

In this paper we present our package called disNei1 which is an integrated envi-
ronment for collaborative data analysis and visualization. This environment is totally
architecture-independent, easily expandable, and though it was initially intended as
a fetal-growth monitoring tool, it is transparent to the source of data to be analyzed.
Apart from the classical visualization tools, it incorporates a module for symmetric col-
laborative work, which, to the best of our knowledge, has not been reported in fetal
echography. This type of data have an inherent difficulty in interpretation (specially if
data have already been acquired and no further views can be incorporated into the data
base) and therefore we believe it will be of interest for diagnosis applications in unclear
or ambiguous situations (in which several opinions of experts may disambiguate the
situation) and academia and training as well.

In what follows, we describe the system architecture, as well as the functionality
currently included in our environment. A number of snapshots taken from the applica-
tion illustrate it ease of use and its graphical capabilities.

2 The diSNei Data Analysis and Visualization Environment

Our package incorporates the facilities of other more classical packages (image seg-
mentation, generation of graphical models out of segmented data, inmersive navigation
and so forth) and it also incorporates a module for computer supported collaborative
work (CSCW).

Due to the fruitfull activity that characterizes this field, a major issue in diSNei is its
modularity; new functions can be easily attached to the graphical user interface (GUI)
just with a button, leaving the rest of the environment untouched. Portability is also a
major concern, due to the great number of platforms currently in use. These two points
are easily achieved by means of portable environments and programming languages
such a the Visualization Toolkit (VTK) [11] for data processing and visualization and
Tcl/Tk [12] for flow control and GUI design and management. VTK is an open share-
ware code, so new classes can be easily incorporated into the environment and made
available to the community.

Figure 1 shows the diSNei’s GUI. As it can be seen it basically consists of four
frames, namely, the menu buttons bar, the rendering and navigation window, the hi-
erarchical data structure of organs at disposal, and a status bar. The hierarchical data
structure makes it particularly simple to select and highlight organs of interest in the
navigation model. Details follow.

1 The acronym comes from the SpanishDiseño Integrado de Segmentador y Navegador de Es-
tructuras Internas, i.e. integrated design of a segmenter and a visualizer of inner structures.



Fig. 1. An example of diSNei for some volume data (specifically, data from a fetus). The GUI
shows menu buttons on top, the hierarchically-interpreted data on the left hand side and the
navigation window with a semitransparently rendered view.

2.1 Image Segmentation with diSNei

An image segmentation tool is crucial for graphical medical applications since every
organ must be properly identified in order to perform any further analysis. Our hy-
pothesis is that data are originally stored as a series of parallel slices; therefore, for
the sake of efficiency, our Segmentation Manager Tool (SMTool) starts working in a
selected slice with classical segmentation algorithms, but then it projects the labels so
far obtained onto subsequent slices to benefit from the spatial redundancy inherent in a
slice-oriented imaged volume.

As we said in the Introduction, diSNei is clinically-oriented and it is initially aimed
at fetal 3D ultrasound image analysis. Therefore we have divided our modules into two
categories, namely, clinical and research algorithms. As far as the first category is con-
cerned, our segmentation algorithms are simple since no sophisticated algorithms have
proven their success in such an image modality. The segmentation procedure requires
human intervention, but we have tried to build a flexible environment to let the operator
perform simple operations comfortably. Specifically (see figure 2):



1. The segmentation procedure is governed by the concept of a session. The operator
can start a session at anytime, proceed with the segmentation for as long as desired,
and then save the segmentation results to disk. If the segmentation procedure is
not finished, the operator can retrieve the session in exactly the same stage as it
was saved; consequently, fatigue in the operator does not interfere the labelling
procedure.

2. The organs and structures are segmented by simple interactions with the mouse: the
operator draws a coarse template of the object to extract, and then a region growing
procedure is triggered to adjust the template to the organ actual layout. Our current
implementation controls the region growing method by means of a requirement of
connectivity in the region, and also by keybord-introducing a range of allowable
intensity pixel values. Note that the region growing may turn out to be a region
shrinking procedure depending of the image data.

3. The procedure so far described applies to the current slice; however, it does not
have to be repeated for every slice, but we exploit the fact that a great spatial re-
dundancy exists in volumetric image data between two consecutive slices. This is
implemented by projecting the segmentation result onto the two consecutive slices,
and the triggering a new region growing procedure on the two neighbouring slices
using this projection as the seed. The procedure is finished when the region eventu-
ally dissapears (i.e., no connected image pixels within the intensity bounds exists).

4. Part of the segmentation protocol is a region modification module; the user can
delete regions or portions of regions at will, either in one particular section or
throughout the volume. Also, new pieces of the images can be added to existing
regions.

Although simple, this procedure gives enough interactivity so as to create graphi-
cal models out of 3D ecographies (the rendered images shown in the paper have been
segmented with this tool by a non-expert operator). However, surfaces so created are
prone to suffer degradations due to the lack of smoothing operations between slices. To
alleviate this problem we have a module of research algorithms some of which have
drawn interesting results [13]. Also, active contours allow the user to apply less effort
in the initial sketch of the regions to be segmented. However, the proper characteristics
of the ultrasound data make energy function selection an issue[14]; we are currently
porting this module into the diSNei platform.

Finally, the segmenter allows the user to create the hierarchical data structure we
have mentioned before. It also creates the logic needed to generate graphical models
out of the labelled data.

2.2 Medical Image Visualization with diSNei

Our environment diSNei incoporates advanced visualization facilities that have quite
the same features as other reported browsers. However, the design has been oriented at
maximizing the ergonomics and ease of use. Specifically:

– The gap between segmented (labelled) volume data and graphical model is filled
in by means of an isosurface extraction module. Though the algorithm to calculate



Fig. 2. Non-collaborative SMTool. The user can draw on the regions to be segmented, and the
data structure is created and shown on the data tree structure on the left hand side.

the isosurfaces is well-known [15] it is worth mentioning that this complexity is
completely transparent to the end user, since the functionality is guided by the data
structure that has been created in the segmentation phase. Therefore a few mouse-
guided operations are the only thing to be done by the application end user.

– Once the graph model is created, the user selects which organs to represent, the
colors to be used, and whether the representation should be done semitransparent or
opaque. Once again, this is done by the menus on the left-hand side of the browser
(see figure 1). Functional relations can be highlighted in the graphical model by
proper selection of an entire tree branch.

– A number of predefined views can be selected from a menu. This increases speed
in representation since no rotations are needed to achieve positions of interest.

– Navigation throughout the graphical model is a built-in feature in our application.
The user can fly through the outer surface of the graphical model so as to see inner
structures from inside.

– Our current version includes stereo rendering. By using stereo glasses the feeling of
inmersion is dramatically improved at no further computational cost (in a Sillicon
Graphics NT workstation). The glasses are also comfortable to wear and they only
need a small controlling device (placed on top of the monitor in figure 3) so no
further cables are needed.



Fig. 3. The stereo-rendered fetus

– A plane can intersect the model with axial, sagittal and coronal planes (see figure
4a) and a plane with an arbitrary position and orientation (figure 4b), The volume
data are resliced according to the plane orientations and displayed. With this mod-
ule, the end user can see at a glance where every slice in the raw data is actually
located in 3D space.

– Data can be exported to other environments, specifically, a virtual reality modelling
language (VRML) browser.

2.3 CSCW with diSNei

Human interaction is a very useful source of knowledge when it comes to solve a dif-
ficult problem. An example of this interaction are the so-calledbrainstormmeetings in
which the interactors put in common ideas with the ultimate purpose to come up with an
interesting overall idea created from contributions of the participants. Computer tech-
nology has made this collaboration possible by the so-called CSCW or, more generally,
electronic groupware [16].

CSCW is a hot topic that is under use in many different scenarios. As far as the med-
ical imaging field is concerned, several implementations have been reported during this
decade. Most of them have to do with one or two dimensional signals [9, 17–19], which
are so far the ones typically used by physicians in their daily practice. However, we ad-
here to Thomas Berlage [10] in believing that graphical models of volume medical data
create thecommon groundthat is needed for useful interactions. This is specially true
in the case of fetal echographies, since there is no scanning protocol widely accepted,
but every echographist has his/her proper style. Once the volume data is acquired with a
traditional free-hand two dimensional probe, image interpretation is not so straightfor-
ward. Indeed, unless some provision is made, the spatial data of the scanning procedure
itself is lost (i.e., the absolute position and orientation of the ultrasonic probe), so it
cannot be used as an additional piece of information for cooperation.

In diSNei we are aware of how important it could be for a physician to be as-
sisted in some cases by a colleague, so we have created a collaborative environment in



a) b)

Fig. 4. a) Sagittal, axial and coronal planes (top) together with an arbitrarily oriented plane (bot-
tom). Volume data are properly interpolated to get this representation. b) Graphical model with
the intersected plane.

which at least two such physicians may collaborate to jointly reach a proper decision.
Some of the foregoing ideas have been generalized in order to simultaneous and coor-
dinatedly be carried out by more than one user. To be more specific, several users (see
figure 5) can exchange information on the echographies both by text-based messages
and also by free-hand drawing on the data; the arrows in the bottom of figure 5b) give
the possibility to scroll back and forth in the slices of the volume data. Collisions in
synchronous actions are avoided by means of a token-grabbing procedure: the user who
wants to perform any task with the shared data needs to grab the token. Once the token
is grabbed, the rest of the participants in the conference become listeners. The users can
also manipulate the graphical model at will, with the same access protocol as before.
The text-based information exchange is asynchronous, so any user can communicate
with the rest of the participants at any time. This communication channel is the natural
way to let the users agree a respectful token grabbing procedure.

Our platform uses the GroupKit package [20] which is a Tcl/Tk application pro-
gramming interface (API) that allows programmers to create group activites fast and
reliably. Most of the coordination is taken care of by the API; the programmer is there-
fore allowed to focus on the final application.

3 Conclusions

In this paper we describe a novel collaborative environment for volume data analysis
and inmersive visualization; the package currently contains an easy-to-use module for
volume data segmentation and a very ergonomic stereo-rendering environment, which
gives a high degree of inmersion in the graphical model. All the operations can be
performed coordinatedly by several simultaneous users, regadless of their actual phys-
ical location. A steady communication channel is always available for physicians to
exchange typed messages at any time.



a) b)

Fig. 5. CSCW version of diSNei. a) Browser and talk channel b) CSCW-SMTool. The arrows
allow any user to scroll forward or backward in the slices of the volume data.

We are currently working on different tiers to improve the system performance and
capabilities. One effort is focused on developing compression algorithms for multires-
olution data visualization; this module could be useful in the case that the application
were to be used with a low-bandwith channel. Moreover, for clinical purposes, direct
measures of organs and structures on 3D space seem mandatory. As far as the collabo-
ration is concerned, the application is still in its infancy, but several ideas are currently
under development. Some of them are the use of powerful database management tools
for information retrieval and exchange, and also the implementation of acommond
groundthat includes the information of the actual scanning procedure. To this end, we
are using magnetic position devices as reported in [1].
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