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Abstract

We characterize the solution set of a nonlinear perturbation of Bessel’s equa-
tion of order zero on a half-line where the nonlinearity is analytic in the in-
dependent variable, algebraic in the dependent variable and, indeed, admits a
pole in this variable. We show that the equation fails the Painlevé test and
that there are no points in [0,∞) where blow-up occurs. Although we cannot
find even one closed-form solution, it is shown that there are only four fami-
lies of solutions: those that are asymptotically linear and increasing, solutions
that are asymptotically linear and decreasing, another set of solutions that are
asymptotically constant, and a final set of solutions that admit singularities at
finite points on [0,∞). As a consequence, we deduce that every solution with or
without singularities on [0,∞) is non-oscillatory and, in fact, has at most two
zeros. We also show that the plane Π of real initial conditions (y(0), y′(0)) can
be decomposed into a union of connected regions, in each of which the solutions
are exactly one of the types mentioned above. Furthermore, we obtain that the
set of those initial conditions leading to asymptotically constant solutions is a
piecewise differentiable curve in Π, one that can be estimated theoretically to a
high degree of precision. In addition, the asymptotic behavior of solutions near
a finite singularity is obtained. Estimates relating the growth of solutions to
their initial conditions are also described and numerical examples are presented
to illustrate the theory. Finally, we observe that every solution of our equation
has finite singularities when viewed as a solution on the whole line.

Résumé

Nous caractérisons l’ensemble de solutions d’une perturbation non-linéaire de
l’équation de Bessel d’ordre zéro sur une demi-droite là où la non-linéarité est
analytique dans la variable indépendante, algébrique dans la variable dépendente
et, en effet, admet un pole en cette variable. Nous démontrons que l’équation
échoue au test de Painlevé et qu’il n’y a aucun point dans l’intervalle [0,∞) où la
solution devient infinie. Bien que nous ne puissions pas trouver aucune solution
sous forme fermée, on démontre qu’il existe que quatre familles de solutions; celles
qui sont asymptotiquement linéaires et croissantes, les solutions qui sont asymp-
totiquement linéaires et décroissantes, un ensemble non-dénombrable de solutions
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qui sont asymptotiquement constantes, et un ensemble final de solutions qui ad-
mettent des singularités à certains points finis de [0,∞). Par conséquent, l’on
déduit que chaque solution avec ou sans singularités sur [0,∞) est non-oscillante
et, en fait, admet tout au plus deux zéros. Nous prouvons également que le plan
Π de valeurs initiales (y(0), y′(0)) se décompose en union de régions connexes
dont les composantes renferment précisement un des types mentionnés ci-dessus.
Nous obtenons aussi que l’ensemble de conditions initiales menant aux solutions
asymptotiquement constantes est une courbe dérivable par morceaux dans Π,
une courbe qui peut tre estimé théoriquement à un degré élevé de précision.
En outre, le comportement asymptotique de solutions au près d’une singularité
finie est obtenu. Des évaluations reliant la croissance de solutions à leurs condi-
tions initiales sont également décrites et des exemples numériques sont présentés
pour fins d’illustration. En conclusion, l’on observe que chaque solution de notre
équation (vue comme solution sur la droite entière) admet des singularités finies.
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non-oscillatory, Painlevé, movable singularities, movable critical points.

1 Introduction

Motivated by a recent paper of Dubé-Mingarelli [10], we present an in-depth study of
the final example in [10] dealing with the existence of asymptotically constant solutions
of the nonlinear differential equation

y′′ +
e−x

4
y +

e−2x

1 + y
= 0, x ∈ [0,∞), (1)

where we note the possible presence of a singularity at a point x0 where y(x0) = −1. By
a classical solution of (1) on [0,∞) we mean a function that is of class C2(0,∞) which
satisfies the equation everywhere. First of all, we note that (1) is actually a nonlinear
perturbation of a Bessel equation of order zero in disguise. That is, the transformation
t = e−x/2, y(x) = z(t), transforms (1) to an equation of the form

t2 z′′ + t z′ + t2 z +
4t4

1 + z
= 0, t ∈ (0, 1]. (2)

Our results for (1) will therefore apply to this equation (2) upon consideration of the
quantity z(t) = y(ln(t−2)).

The formulation of general criteria for the existence of positive monotone solutions
of second order nonlinear real differential equations of the form y′′(x)+F (x, y(x)) = 0,
defined on [0,∞), has been a subject of current interest. Methods used vary from using
the fixed point theorem of Banach-Cacciopoli, Hale [12], to Schauder’s fixed point
theorem (see [12]), and other similar methods. The nonlinearity, being of the form
F (x, y(x)), is not assumed to be variables-separable, nor is it assumed that estimates
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of the form |F (x, y)| ≤ f(x)g(y) are in force as is usually the case in studies of this
character, cf., Constantin [9], Nasr [21], Yin [28], Zhao [31]. In the cited papers, one
finds criteria for the existence of at least one positive solution of a class of equations with
various properties, as opposed to here, where we actually find a description of every
possible solution of (1), positive or not. Next, we note that the asymptotic methods
of Hartman-Onuchic [14] and Hale-Onuchic [13] are not applicable here because of
the presence of the pole in the dependent variable, that is, given a real second order
nonlinear differential equation of the form (in the notation of [14])

u′′ = h(x, u, u′),

one normally requires the continuity of h as a function of the variable u for u ∈ R, an
assumption that is clearly not satisfied for our equation (1). Modern techniques require,
at the very least, local integrability of h as a function of u, so that, once again, this fails.

The origin of Eq.(1) in Dubé-Mingarelli [10] is summarized next. In order to de-
scribe the novelty and applicability of the results obtained in Dubé-Mingarelli [10],
one would need to find an equation for which most, if not all, existing non-oscillation
criteria would not be applicable. In order to do this, one would need to construct an
equation with at least three terms in order to circumvent the variables-separable case of
F mentioned earlier. On the other hand, and to the best of our knowledge, no existing
criterion applies in the case where a pole in the dependent variable is introduced. The
two additional exponential terms in (1) were introduced in order to satisfy an inte-
grability condition on both our function F , as a function of its second variable, and a
function k(t), leading to a generalized Lipschitz condition on F of Perron-Kamke-type
(cf., Dubé-Mingarelli [10]). The resulting equation became a nonlinear perturbation
of a second-order (non-oscillatory) linear equation with a nonlinearity having a pole
in the dependent variable. As a whole, the resulting equation (i.e., (1)) turned out to
be one which is rational in the dependent variables and analytic in the independent
variable so that, on the surface, Painlevé theory may be applicable. However, such is
not the case, as we show in the discussion below, since (1) fails the Painlevé Test (cf.,
Ablowitz et al [1], Ince [16]). Thus, the equation has movable critical points.

We present a brief non-exhaustive review of second-order equations with singulari-
ties that are poles in the dependent variable. In the event that the equation is analytic
in its independent variable and rational in its dependent variable, this includes the
Painlevé equations (50 of them) and the resulting theory (cf., Ince [[16], Chapter 14])
which, in the end, may be reduced to the study of six specific equations (denoted con-
secutively by PI , PII , . . . , PV I). The study of these six Painlevé equations has gathered
momentum in the past 20 years with the monograph of Ablowitz and Clarkson [1] and
others and their applicability to inverse scattering, physics, etc. Their importance lies
in part with the fact that their general solutions produce new transcendents, that is, so-
lutions that cannot be expressed in terms of known transcendental functions, including
the classical special functions of mathematical physics (Bessel, Airy, Hypergeometric,
etc). The fact that a second-order equation (such as (1)) can fail the Painlevé test
for the non-existence of movable critical points is of interest since we must then apply

3



methods specific to the equation itself in order to obtain information about its general
solution.

Besides this special class of second-order equations bearing Painlevé’s name, we
find in the literature a study of special classes of nonlinear singular integral equations
(albeit on a finite interval) where the singularities are possible poles in the dependent
variable. In the event that the kernel is replaced by a suitable Green’s function, we see
that such equations can include second-order equations with similar nonlinearities as
a special case. One of the earliest papers in this respect is Nowosad [22] where results
from doubly-stochastic matrices (see also Michelli-Olsen [20]) are used, in particular,
to detect the existence of continuous positive solutions on a finite interval of equations
of the form

F̄ (x)

∫ 1

0

K(x, y) F (y) dy = 1, 0 ≤ x ≤ 1, (3)

where F is the Fourier transform of a complex-valued function f ∈ L2(R) and K is
a positive kernel with additional properties (cf., Nowosad [22] for more details). An
extension of this result to equations of the form

v(s) =

∫ 1

0

K(s, t)
1

v(t)α
dt, 0 ≤ s ≤ 1, (4)

is considered in Karlin-Nirenberg [18] where α > 0, with a view to obtaining the exis-
tence of a continuous positive solution v(t), t ∈ [0, 1]. However, the possibility that (4)
may also admit solutions with movable zeros, i.e., points x0 > 0 where v(x0) = 0, is
not entertained. A study of Volterra and Fredholm operators K on C[0, 1] appears in
Bushell [8] with an eye to obtaining the existence (and uniqueness) of positive solutions
of integral equations of the form (I − K)xp = f , where −1 < p < 1, thus allowing for
the possibility of a singularity in the dependent variable, x, in the nature of a branch
point. An extension of the results in Karlin-Nirenberg [18] can be found in the articles
by Parker-Walters [26], [29], once again relating the problem to fundamental results
from matrix theory involving the similarity of an irreducible nonnegative square ma-
trix to a doubly-stochastic matrix (Hartfiel’s problem, see Parker-Walters [26]). We
would not be led too far astray if we were to mention that a significant development of
the theory arising from further studies of Nowosad [22] and Karlin-Nirenberg [18] lies
in the connection with the so-called DAD problem, once again motivated by matrix
theory (cf., Nussbaum [23], [24], [25] and Borwein et al [7]). More recently, a two-
point boundary value problem on a finite interval in boundary layer theory appeared
in Wang et al [30] where, once again, the nonlinarity involves a pole in the dependent
variable, and the problem addresses the question of the existence and non-existence of
positive solutions on the finite interval. In addition, more direct extensions of the main
results in Karlin-Nirenberg [18] are also considered in Agarwal-O’Regan [3], [4] and [5],
although the authors appear not to be aware of the extensions of Karlin-Nirenberg [18]
via the DAD problem mentioned earlier.
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For partial differential equations with singularities of the type we seek, we note
Gomes [11] where the Dirichlet problem for Lu = k(x)u−α, α > 0, and L is elliptic, is
considered on a bounded region in RN , N ≥ 3, with a view at obtaining the existence
of a positive solution. A result complementing Gomes [11] appears in Jin [17] where,
although the nonlinearity is more general than an inverse power of the dependent vari-
able, the operator L is now the Laplacian on Rn, n ≥ 3. In addition, Jin [17] considers
the Dirichlet problem on a finite domain or, in case the domain is all of Rn, the solution
sought is to be positive, as usual. In the same direction we find the work of Alves et al
[6] that falls in between Gomes [11] and Jin [17] by allowing a linear perturbation of
the Laplacian and a nonlinearity of the type considered by Gomes [11].

In this paper, we consider the problem of determining the asymptotics of every so-
lution of (1). There are two possible approaches to determining the long-term behavior
of these solutions of our equation; the first is to consider (1) as a perturbation of a
Bessel equation as we have shown above. We can then use the method of variation of
parameters and estimate the integrals using known asymptotics of Bessel functions un-
der some assumptions on the nonlinearity. On the other hand, and this is the method
we prefer, we use more analytical methods, which include fixed point theorems and
Lyapunov functions, thereby allowing for further generality in the scope of the equa-
tions that can be studied.

Although (1) is basically a simple-looking differential equation, we will see that it
has a rich structure, a structure that does not appear to have been studied in the lit-
erature in such generality. In this case, the plane Π of real initial conditions is divided
into three connected regions separated by a piecewise differentiable curve along which
initial data lead to asymptotically constant solutions. Another piece consists of initial
data which produce solutions with finite singularities, while the remaining part gives
asymptotically linear solutions. In Section 2, we initiate a study of the qualitative
behavior of solutions by defining, in the first instance, a Lyapunov function that will
be used extensively in the sequel. In Section 2.1 we connect (1) to the Painlevé pro-
gram and show that it fails both the Painlevé and the Ablowitz-Ramani-Segur tests,
thereby indicating the existence of movable critical points (which manifest themselves
as branch points in our case). We also show that finite blow-up points do not exist for
a given solution y of (1), but that both derivatives can and do blow up at finite points,
the location of which depends upon the particular solution considered.

After introducing the notions of non-oscillation and disconjugacy in Section 2.2,
we show that all non-negative solutions are actually disconjugate (i.e., have at most
one zero in [0,∞)). Section 3 is devoted to describing the complete set of solutions of
(1) (with or without singularities on [0,∞)) via their limits at infinity. In Section 3.1,
we show that the solutions obtained in Section 3 are either asymptotically linear and
increasing, asymptotically constant, asymptotically linear and decreasing or, finally,
solutions with finite blow-up in the first and second derivatives (finite singularities).
We also describe methods of finding them numerically via the contraction mapping
principle. Finally, in Section 4, we connect the solutions of (1) to their initial condi-
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tions and show how to find the initial conditions given the asymptotics and vice-versa.
In addition, we show that the plane Π of real initial conditions (y(0), y′(0)) can be
decomposed into a union of connected regions, in each one of which, the solutions
are exactly one of the types mentioned above. Furthermore, we obtain that the set
of those initial conditions leading to asymptotically constant solutions is a piecewise
differentiable curve in Π, one that can be estimated theoretically to a high degree of
precision. Estimates relating the growth of solutions to their initial conditions are also
described and numerical examples are presented to illustrate the theory.

2 The qualitative behavior of solutions

We state here the required motivating result from Dubé-Mingarelli [10] for reference
purposes.

Theorem 1. (See Example 3.5 in Dubé-Mingarelli [10])
Equation (1) admits a positive (on [0,∞)) monotone solution that is asymptotic to one
as x → ∞.

We propose to analyze the remaining solutions of (1) including those with finite
singularities. To this end we use the following notation. The initial conditions are
assumed to be real and given by y(0) ≡ y0, and y′(0) ≡ y′

0 and y(a) ≡ ya, and
y′(a) ≡ y′

a where a > 0 when appropriate. The fundamental existence and uniqueness
theorem guarantees the existence of local solutions of (1) on some small interval [0, δ],
where δ > 0, until a finite singularity is encountered (which generally moves with
changes in the initial conditions). In this case the solution ceases to exist in a classical
sense. Any interval I ⊂ [0,∞) encountered in the sequel is assumed to be non-empty.

Remark 1. Note that there are three possible types of solution to equation (1): 1)
Solutions y for which y(x) > −1 for all x ∈ [0,∞); 2) Solutions for which y(x) < −1
for all x ∈ [0,∞); and 3) Solutions for which there is a first point x0 ∈ [0,∞), generally
depending on the initial conditions, such that y(x0) = −1 (their existence is considered
in Section 2.1).

Lemma 1. Let y denote a solution of (1) defined on an interval [a, x], where a ≥ 0 and
x > a. Then there holds the identity

1

2
y′(x)2 +

1

8
e−xy(x)2 + e−2x ln |1 + y(x)| +

+
1

8

∫ x

a

e−ty(t)2dt + 2

∫ x

a

e−2t ln |1 + y(t)|dt ≡ Ia, (5)

where

Ia =
1

2
y′

a
2
+

1

8
e−ay2

a + e−2a ln |1 + ya|. (6)

The implicit relation (6) defines a curve in Π: (ya, y
′
a). The case of interest here is

where a = 0, in which case this curve is bell-shaped and opens to the left. When there
is no confusion we will denote I0 simply by I, for brevity.
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Proof. We multiply (1) by y′(x) and integrate over the interval [a, x].

The next results follow immediately from (5), thereby defining a Lyapunov function
on non-negative solutions.

Corollary 1. If y is any non-negative solution of (1) on [a, x], where a ≥ 0, the function

H(x) =
1

2
y′(x)2 +

1

8
e−xy(x)2 + e−2x ln |1 + y(x)|

is non-negative and non-increasing.

As a result,

Corollary 2. For any non-negative solution y of (1) over [a, x], we have

1

2
y′(x)2 +

1

8
e−xy(x)2 + e−2x ln |1 + y(x)| ≤ Ia. (7)

Lemma 2. Choose a pair of initial conditions (y0, y
′
0) such that I ≤ 0. Then the

corresponding solution y(x) ≤ 0 on any interval to the right of x = 0 so long as it is
defined there (along with its second derivative).

Proof. Note that y ≡ 0 is not a solution of (1). Thus, let y(x) be defined on [0, δ]
(along with its second derivative) and suppose, on the contrary, that y(x) ≥ 0 there.
Then using Lemma 1 with a = 0 and x = δ, we obtain an immediate contradiction.

In particular, we note that whenever I ≤ 0 then −2 ≤ y0 ≤ 0, y0 �= −1.

2.1 On the existence of movable critical points and movable

singularities

We recall that a critical point of a differential equation is any singularity other than
a pole (see Ince [[16], p.317] and Ablowitz-Clarkson [[1], p.348]). Such a critical point
is said to be movable if its location depends upon the choice of the initial conditions
y0, y

′
0. A second-order nonlinear equation

y′′ = R(z, y, y′), z ∈ C,

where R is rational in y, y′ and analytic in z (such as the complexification of (1)), is
said to have the Painlevé property or to be of Painlevé type if it is free of movable
critical points. We now show that (1) is not of Painlevé type (see Ablowitz-Clarkson
[1] or Ince [16] for more information on such equations).

Theorem 2. Eq. (1) is not of Painlevé type.

Proof. Clearly (1) is rational in y, y′ and analytic in x. Let w(x) = 1 + y(x) in order
to place the singularity at w = 0. Then (1) becomes

w′′ =
1

4
e−x(w − 1) +

e−2x

w
,
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which has the form w′′ = L(x, w)(w′)2 + M(x, w)w′ + N(x, w) with L ≡ 0 and M ≡ 0.
According to the analysis of equations of this type given by Ince [[16], Sections 14.21
and 14.22, pp.321-325], since L ≡ 0, the first necessary condition for the absence of
movable branch points is satisfied. However, since N(x, w) has a pole at w = 0, the
second necessary condition, which requires that the poles of M and N be included
among those of L, is violated. Thus, (1) has movable branch points, and is therefore
not of Painlevé type.

Remark 2. In addition, the ARS test [2] for the Painlevé property requires that the
general solution be expressible in a series about a movable pole x0 of order p, i.e.,

y =
∞∑

n=0

an(x − x0)
n+p, p ∈ Z

−,

containing two arbitrary constants, one of which is x0. Our analysis reveals that the
leading-order term for (1) includes a logarithm, so that the equation admits movable
branch points, which is further confirmation that it is not of Painlevé type. The
asymptotic behavior of the solutions of (1) near such singularities is given by Theorem 5
below. Finally, our calculations show that (1) does not possess a nontrivial symmetry
group, so that reduction or integration of the equation by such methods is also not
possible.

Remark 3. We make the convention that a solution with a singularity at x0 will be
assumed to exist only up to x0 and not past it. It follows that any solution of (1) without
a singularity is a classical solution on [0,∞) and it must satisfy either y(x) < −1 for
all x ∈ [0,∞) or y(x) > −1 for all x ∈ [0,∞) (cf., Remark 1).

Theorem 3. Let y denote a solution of (1) with the property that for some x0 ∈ (0,∞),
y(x) exists on [0, x0]. If y(x0) = −1, then both |y′| and |y′′| become infinite at x0.

Proof. For a given solution y there is no loss of generality in assuming that the x0 in
question is the smallest such point. Thus, let y(x) > −1 for every x in [0, x0). Observe
that for a given x0, a function f(x0) can be defined by considering only the first, third,
and fifth terms of the left side of (5). Its explicit form is

1

2
y′(x0)

2 + e−2x0 ln(1 + y(x0)) + 2

∫ x0

0

e−2t ln(1 + y(t)) dt = f(x0). (8)

Let x0 > 0 and let y be a solution with initial data set (y0, y
′
0) such that y(x0) = −1.

Then f in (8) can be expressed via (5) as

f(x0) =
1

2
y′

0
2
+

1

8
y2

0 + ln(1 + y0) −
1

8
e−x0 − 1

8

∫ x0

0

e−ty(t)2 dt,

a quantity that is necessarily finite since y is continuous on [0, x0], and clearly, y0 �= −1.
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Now, we estimate the integral appearing in (8). Since y is continuous on [0, x0] and
y(x0) = −1 there is a δ > 0 such that y(x) < −1/2 for x ∈ (x0 − δ, x0], a δ which we
now fix. Hence ln(1 + y(x)) < − ln 2 for such x. It follows that∫ x0

0

e−2t ln(1 + y(t)) dt ≤
∫ x0−δ

0

e−2t ln(1 + y(t)) dt− ln 2

∫ x0

x0−δ

e−2t dt, (9)

so that the integral on the left of (9) is bounded above. Thus, in order for f(x0) to
remain finite, we must have y′(x0)

2 = ∞ in (8). That |y′′(x0)| is also infinite follows
immediately from (1).

In the event that y(x) < −1 for every x in [0, x0), we repeat the above argument
with the estimate ln(−1 − y(x)) < − ln 2 for x chosen so that y(x) > −3/2. The
remaining argument is similar.

The next result complements Theorem 2 above and shows that our equation is
actually free of any solutions which become infinite on (0,∞) (even though it does, in
some cases, possess solutions the first and second derivatives of which become infinite).

Theorem 4. Let y be any solution of (1). Then there is no point x0 ∈ [0,∞) such
that |y(x0)| = ∞.

Proof. If y(x) ≥ 0 up to such a point x0, then its existence contradicts Corollary 2
above at that point. The general situation is similar, although slightly more technical.
So assume, on the contrary, that there exists a solution y and x0 > 0 with |y(x0)| = ∞.
There does not exist x1 ∈ (0, x0) with y(x1) = −1 since, otherwise, the solution would
terminate at x1 (cf., Remark 3).

Thus, y ∈ C[0, x0) and y ∈ C[0, b] for every b < x0. For such a b < x0 we use (5)
over [0, b] in order to estimate the terms near the singularity x0. Doing away with the
positive terms we have the estimate

e−2b ln |1 + y(b)| + 2

∫ b

0

e−2t ln |1 + y(t)| dt ≤ I0, (10)

where, we recall, I0 is defined in (6). Passing to the limit as b → x−
0 in (10), using

the fact that |y(x0)| = ∞, and recalling that I0 is a constant for a given solution, we
obtain ∫ x0

0

e−2t ln |1 + y(t)| dt = −∞. (11)

Since |y(x0)| = ∞, there is a b < x0 such that |1 + y(t)| ≥ 1 for t ∈ [b, x0). Fixing such
a b we find that∫ x0

0

e−2t ln |1 + y(t)| dt =

∫ b

0

e−2t ln |1 + y(t)| dt +

∫ x0

b

e−2t ln |1 + y(t)| dt,

= C +

∫ x0

b

e−2t ln |1 + y(t)| dt,

≥ C,

where C is a constant determined by the boundedness of the first integral on the right,
since y(x) �= −1 on [0, b]. However, this contradicts (11).
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Corollary 3. Let y be a solution of (1) and x0 > 0. If y′′(x0) is finite, then both y(x0)
and y′(x0) exist and are finite.

Proof. Clearly, y(x0) is finite by Theorem 4. By the identity (5) employed over the
interval [0, x0], y′ cannot be infinite since all other quantities therein are finite (as
y(x0) �= −1).

Remark 4. The fundamental existence and uniqueness theorem now guarantees that if
a solution y is such that |y′′| < ∞ on (0,∞), then y exists on [0,∞).

A glance at the particular solution of (1) defined by y0 = 0, y′
0 = 0 shows that its

second derivative becomes unbounded at the value x0 ≈ 2.366786778. Thus, combining
Theorems 3-4, we see that the particular solution defined by these zero boundary condi-
tions at x = 0 is one which is finite, but with first and second derivatives which become
infinite. The next result describes the behavior of such solutions near a singularity.

Theorem 5. The asymptotic behavior of a solution y of (1) near a finite singularity
x0 > 0 is given by

y(x) ∼ −1 +
√

2 e−x0(x − x0) [− ln(x − x0)]
1/2 , x → x+

0 ,

and
y(x) ∼ −1 +

√
2 e−x0(x0 − x) [− ln(x0 − x)]1/2 , x → x−

0 ,

where the positive square root of the logarithmic term is taken if y > −1, and the
negative if y < −1.

Proof. Let w(x) = 1
1+y(x)

in order that |w| → ∞ at the singularity, and transform (1)
into

ww′′ − 2(w′)2 − e−2xw4 +
1

4
e−x(w3 − w2) = 0.

Let τ = x − x0 ∈ C and w = aτp. Then a leading-order balance requires that p = −1,
but this forces a = 0, which indicates that a logarithmic term must be present at
leading order. Thus, put w = aτ−1(log τ)q. Then the dominant terms in the equation
are

ww′′ ∼ 2a2τ−4(log τ)2q − 3a2qτ−4(log τ)2q−1 + O(τ−4(log τ)2q−2),

(w′)2 ∼ a2τ−4(log τ)2q − 2a2qτ−4(log τ)2q−1 + O(τ−4(log τ)2q−2),

w4 ∼ a4τ−4(log τ)4q,

and a balance of these terms requires that 2q − 1 = 4q, i.e., q = −1/2, from which we
obtain a2 = −e2x0/2. Thus,

w ∼ iex0

21/2
τ−1(log τ)−1/2,

and

y = −1 +
1

w
∼ −1 − 21/2ie−x0τ(log τ)1/2.

10



In order to adapt the above to the real solutions considered herein, let x0 ∈ R and
τ = x − x0 > 0. Then

y ∼ −1 ±
√

2 e−x0(x − x0)
√
− ln(x − x0), x → x+

0 .

For solutions with x < x0, the result is not altered if we let τ = x0 − x > 0, in which
case

y ∼ −1 ±
√

2 e−x0(x0 − x)
√

− ln(x0 − x), x → x−
0 .

By Theorem 5, it is clear that at a finite singularity x0, y(x0) = −1 and that both
y′ and y′′ are infinite at x0, in confirmation of Theorems 3-4 above.

2.2 On the non-oscillation of solutions

In this section we assume, unless otherwise specified, that the solutions under consider-
ation have no singularities. As stated in Remark 3, we shall call such solutions classical
solutions on [0,∞).

As is the custom in oscillation theory of differential equations, we say that an
equation of the second order (whether linear or not) is oscillatory on a half-line
provided that every (non-trivial) solution has arbitrarily large zeros. An equation is
said to be non-oscillatory if it has at least one non-oscillatory solution. In addition, a
solution is said to be disconjugate on an interval provided that it has at most one
zero within it. For more information regarding such solutions in the linear case, the
reader may refer to Swanson [27], although we note that a recent comprehensive survey
of nonlinear oscillation theory is lacking (cf., Kartsatos [19]). Now, returning to our
nonlinear problem (1), according to our convention (see Remark 3), such an oscillating
solution will generally belong to the class of solutions such that y(x) > −1 for every
x ∈ [0,∞), unless it is a solution with a critical point.

Lemma 3. Solutions of (1) cannot be identically constant on an interval I ⊆ [0,∞).

Proof. Otherwise it is easy to see that its values y(x) must satisfy the quadratic equa-
tion y(x)2 + y(x) + 4e−x = 0, in I, by Eq. (1), which is a contradiction.

The next result is actually a special case of another result proved in the next section,
but it is of independent interest as its proof can be used in more general situations (see
the Remark following the Lemma).

Lemma 4. Equation (1) has no non-negative oscillatory solutions. Indeed, every non-
negative solution has at most one zero in [0,∞), and so is disconjugate there.

Proof. We proceed by contradiction. Should y(x) be oscillatory it must have three
zeros x1 < x2 < x3. A double application of Rolle’s theorem to y(x) on [x1, x2], [x2, x3]
gives the existence of points x′

1 < x′
2 such that y′(x′

i) = 0, for i = 1, 2. This, in turn,
yields the existence of another point x′′

1 ∈ [x′
1, x

′
2] such that y′′(x′′

1) = 0. Using (1) we
see that y(x′′

1) must be a root of the quadratic equation y2 + y + 4e−x′′
1 = 0. However,

a glance at its discriminant shows that the quantity y(x′′
1) = (−1 ±

√
1 − 16e−x′′

1 )/2

11



evidently satisfies −1 < y(x′′
1) < 0, a contradiction.

Next, if a non-negative solution has two zeros in (0,∞), then its derivative must have
two zeros as well. Thus, its second derivative must vanish somewhere, which contra-
dicts the non-negativity hypothesis.

Finally, let y(0) = 0 and y(x0) = y′(x0) = 0, where without loss of generality we
can assume that x0 is the first such zero. Since y(x) > 0 in a neighborhood of x0 (and
since y cannot be identically constant there by Lemma 3) it follows that y′′(x0) ≥ 0.
However, a direct calculation using (1) shows that y′′(x0) < 0, a contradiction.

Remark 5. Of course, non-negative oscillatory solutions cannot exist for second order
linear homogeneous equations but they can, indeed, exist for non-homogenous ones. For
example, y(x) = 1−sin x satisfies such an equation and is non-negative and oscillatory.
On the other hand, the proof of this Lemma is easily modified to show that if g :
R+ ×R → R and g(x, y) > 0 whenever y ≥ 0, then the equation y′′(x) + g(x, y(x)) = 0
has no non-negative oscillatory solutions among those that are continuable to R+.

In the next section we will prove that all solutions with or without singularities on
[0,∞) are, in fact, non-oscillatory and admit at most two zeros.

3 Asymptotic behavior

In this section we characterize the global asymptotic behavior of all the solutions of
(1) in terms of their initial data set (y0, y

′
0) ∈ R2, using the results of the proof of

Theorem 6 above. In so doing we will show the existence of solutions which admit
points where their second derivatives (and hence their first, by Theorem 3) become
infinite.

Lemma 5. For any set of real initial data (y0, y
′
0) ∈ R2 with y0 �= −1 we have y′′(0) ≡

y′′
0 �= 0.

Proof. Note that when y0 = −1 we cannot define a classical solution since its second
derivative is automatically undefined. For y0 �= −1 we use (1) and see that y′′

0 = 0 if
and only if y2

0 + y0 + 4 = 0, which is impossible. The result follows.

Next, we characterize the solutions of (1) in terms of their asymptotic behavior,
the following series of lemmata providing the proof of Theorem 6 below.

Theorem 6. Equation (1) admits four families of solutions: Specifically, if y is such
a solution then either

1. y(x) → +∞, as x → ∞

2. y(x) → C, as x → ∞ where C is a constant, C �= −1

3. y(x) → −∞, as x → ∞

12



4. y(x) has a finite singularity where y′′(x) becomes infinite, so y(x) cannot be con-
tinued past this point.

Terminology: In the following Lemmas the reference to the types (1), (2), (3), (4)
refer to the types of solutions (1)-(4) respectively in the statement of Theorem 6.

Lemma 6. Let y0 ≥ 0, y′
0 > 0. Then the corresponding solutions are of type (1), (2) or

(4).

Proof. Given that y0 > 0, y′
0 > 0, then y′′

0 < 0 and so, by continuity, there exists a
point a > 0 such that y(x) > 0, y′(x) > 0, y′′(x) < 0 for x ∈ [0, a]. It follows from this
that y is increasing and y′ is decreasing on [0, a]. There are now two possibilities:

Either there is a (smallest) point c > a such that y′(c) = 0, or there is no such
point, in which case y′(x) > 0 for every x ∈ [0,∞). (We note that global existence is
obtained in the latter case because of the boundedness of y and so of y′ on bounded
intervals, cf. Remark 4 and Corollary 3).

In the latter case, since y′ is decreasing (it is bounded above) and y′(x) has a limit
β ≥ 0 as x → ∞. If β > 0 then it is a simple matter to see that y(x) → +∞ as
x → ∞ and so (1) holds. On the other hand, β = 0 is only possible in the case of
asymptotically constant solutions (y(x) → C for some positive constant C, as x → ∞)
or solutions for which (1) holds. Thus, a solution is either of type (1) or (2) in this
special case.

In the former case, let c > a be such that y′(c) = 0, and without loss of generality
we can assume that c is the first such point. Since y(c) > 0 we have y′′(c) < 0 so
that c is a local maximum (recall that y(x) cannot be identically constant past c on
account of Lemma 3). Thus, there exists b > c such that y′(x) < 0 for x ∈ (c, b] and
since y′ is decreasing there it follows that for all x > b such that y(x) ≥ 0, we must
have y′(x) < y′(b) < 0. This, however, forces the existence of a point d > c such that
y(d) = 0. Now we employ (1) to find that y′′(d) < 0. Because of this there now exists
b1 such that y(x) < 0, y′′(x) < 0, and so y′(x) is decreasing for x ∈ (d, b1]. Arguing
as before we have y′(x) < y′(d) < 0 in a right-neighborhood of x = d. However this
implies that y(x) ≤ y(d)+y′(d)(x−d), for all x in this neighborhood. It follows that if
this y is continuable to R+, then y(x) → −∞ as x → ∞. But this forces the existence
of a point x0 > d such that y(x0) = −1 by continuity (since y0 > 0). Hence such a
solution is of type (4). It follows that for such initial conditions our solutions are either
of type (1), (2) or (4) in Theorem 6.

The case where y0 = 0 is similar to the opening paragraph to this proof and so is
omitted. There are then the three possibilities again, type (1), (2) or (4), depending
on the size of the values of y′

0.

Lemma 7. Let y0 > 0, y′
0 ≤ 0. Then the corresponding solutions all have infinite second

(and hence first) derivatives at a finite point (i.e., of type (4)).
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Proof. We argue as in Lemma 6 above and thus sketch the proof. Consider first the
case where y0 > 0, y′

0 = 0. Then y′′
0 < 0 so that there exists a point a > 0 such that

y(x) > 0, y′(x) < 0, y′′(x) < 0 for x ∈ [0, a]. So, y′ is decreasing on [0, a] and the
inequality y′(x) < y′(a) < 0 is in force whenever the derivative is defined. Thus, there
is a point b > a such that y(b) = 0 and so y′′(b) < 0, by (1). It follows that y(x0) = −1
for some x0 > b, i.e., y is of type (4). The proof where y′(0) < 0 is similar and so we
omit it.

Lemma 8. Let −1 < y0 < 0, y′
0 > 0. Then the solutions are either of type (1), (2) or

(4).

Proof. Once again we sketch the proof, which in this case parallels that of Lemma 6.
For y0, y

′
0 as given there exists a point a > 0 such that y(x) < 0, y′(x) > 0, for x ∈ [0, a].

Next, Lemma 5 indicates that y′′
0 �= 0, and in fact, it is the case that y′′

0 < 0. This is
because the alternative y′′

0 > 0 is equivalent (by (1)) to the inequality y0(1+y0)+4 < 0
for −1 < y0 < 0. However, this last quadratic inequality is impossible. Thus, we can
restrict a further, if need be, to obtain that y(x) < 0, y′(x) > 0, y′′(x) < 0 in [0, a] (so
that y′ is decreasing once again). There are now the two usual possibilities (see the
proof of Lemma 6): Either there is a (smallest) point c > a such that y′(c) = 0, or
there is no such point c in which case y′(x) > 0 and decreasing on [0,∞).

Clearly, the existence of such a point c gives a local maximum for y. In addition,
since y′ is decreasing to the right of c we must have y(x) = −1 for some x = x0 > c.
Hence, the solution is of type (4).

The alternative that y′(x) �= 0 gives us y′(x) > 0. Using standard arguments we
can now conclude (see above) that there exists a point b at which y(b) = 0 (and again
y′′(b) < 0.) If y′(x) is bounded away from zero it follows that y(x) → ∞ as x → ∞.
On the other hand, if y′(x) → 0 as x → ∞ then either y is of type (1) or type (2).

Lemma 9. Let −1 < y0 ≤ 0, y′
0 ≤ 0. Then the solutions are of type (4).

Proof. For there is an interval of the form [0, a] in which we have −1 < y(x) < 0, y′(x) <
0, y′′(x) < 0, for x ∈ [0, a] (see Lemma 8 above). It follows that y′(x) < 0 and decreasing
for x > a and so we must have y(x) = −1 for some x = x0 > a. Once again, the solution
is of type (4). The case y0 = 0 is similar, since there is a neighborhood [0, a] in which
y(x) < 0, y′(x) < 0, y′′(x) < 0 for x ∈ [0, a], etc.

Lemma 10. Let y0 < −1. If y′
0 > 0, the solution is of type (4). On the other hand, if

y′
0 ≤ 0, the solution is either of type (2), (3) or (4).

Proof. The proof is very similar to that of Lemma 6. For there is an interval of the
form [0, a] in which we have either y(x) < −1, y′(x) < 0, y′′(x) > 0, for x ∈ [0, a] or
y(x) < −1, y′(x) > 0, y′′(x) > 0 (see Lemma 6 above). In either case it follows that
y′(x) is monotone for every x > a and so we may have either y(x) = −1 for some
x = x0 > a, y(x) → −∞ as x → ∞ (if y′(x) → −β < 0), or y(x) → −∞ or y(x) → C
as x → ∞ (if y′(x) → 0), corresponding to the stated initial conditions. Thus, y is
either of type (2), (3) or (4).
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A consequence of the proofs of these Lemmas is that every solution of (1) has at most
one point in (0,∞) where its derivative can vanish, so one can derive that

Corollary 4. Every solution of (1) has at most two zeros on its interval of existence
(i.e., every solution is non-oscillatory).

Referring to Fig. 1 the initial conditions for the solutions reckoned from top to bot-
tom are: (2, 1), (2, 0.744448), (2, 0.6), respectively. The top-most follows an increasing
linear trend (Type (1) solution) given by the line y′

0 = 0.200043y0 +2.8205, the middle
one is approaching a constant value C ≈ 2.70734 (Type (2) solution), while the bottom
one eventually hits a singularity at x0 ≈ 32.13 (Type (4) solution).

Figure 1.

An example of a Type (3) solution is given below in Fig. 2 where the initial condi-
tions are (−2,−1).

.

Figure 2.

15



3.1 Asymptotics

Combining Lemmas 6-10 in the previous section we can infer that if y is any solution
of (1) defined on the whole half-axis then its derivative y′(x) → β where β > 0, β < 0
or β = 0 (β = ±∞ occurs when we have a finite singularity). Next, we show that the
technique presented in Dubé-Mingarelli [10] can be modified so that in addition to the
particular solution appearing in Theorem 1 there is a continuum of asymptotically con-
stant solutions of (1) corresponding to the situation where y′(x) → 0. We recall that y
is said to be asymptotically constant as x → ∞, and write y(x) ∼ M , if y(x) = M+o(1)
as x → ∞, where M is a constant. As well, we say that a solution is asymptotically
linear if it is of the form y(x) = ax + b + o(1) as x → ∞, for suitable constants a, b.
We usually write y(x) ∼ ax+b to mean that y is asymptotic to the line ax+b as x → ∞.

We proceed to show that the family of solutions (types (1), (2) and (3)) described
in Theorem 6 consists solely of asymptotically linear solutions (not excluding the as-
ymptotically constant ones). From this we conclude that either a solution of (1) has a
singularity (type (4)) or it is asymptotically linear, thus giving a complete characteri-
zation of all the solutions of (1).

Lemma 11. Let y be any solution of (1) that is not of type (4) in Theorem 6. Then

lim
t→∞

y(t)

t
= β

and y′(t) − β ∈ L1(0,∞).

Proof. From the proof of Theorem 6 we know that y(t) exists on [0,∞) and there is a
β ∈ R such that y′(t) → β as t → ∞. Without loss of generality we assume that β > 0
(the case β < 0 being similar).

Given ε > 0 we choose T0 > 0 so large that |y′(t) − β| < ε/2, for all t > T0. Fix
such a T0. Then

|y(t) − y(T0) − β(t − T0)| ≤
∫ t

T0

|y′(τ) − β| dτ <
ε

2
(t − T0),

for all t > T0. Hence∣∣∣∣y(t)

t
− β

∣∣∣∣ ≤ ε

2

(
1 − T0

t

)
+

∣∣∣∣y(T0) − βT0

t

∣∣∣∣ < ε,

provided we choose T1 > T0 so large that |y(T0)−βT0

t
| < ε/2, for all t > T1. We deduce

that y(t)/t → β as t → ∞.

Note that we can now choose t so large that we have β/2 < |y(t)/t| < 3β/2, for
t > T3. If necessary, we can increase t further so that |1 + y(t)| = |1 + t(y(t)/t)| > 1,
for all t > T4 > T3. It follows that for every x > T4,∫ ∞

x

|t F (t, y(t))| dt <

∫ ∞

x

(
1

4
t2e−t

∣∣∣∣y(t)

t

∣∣∣∣ +
te−2t

|1 + y(t)|

)
dt <

∫ ∞

x

(
3

8
βt2e−t + te−2t

)
dt < ∞,
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where

F (t, y) =
1

4
e−ty +

e−2t

1 + y
.

Hence the integral on the left is absolutely convergent on [0,∞).

Keeping in mind that y′(t) → β as t → ∞, we can now integrate (1) over [x,∞)
and so find that

y′(x) = β +

∫ ∞

x

F (t, y(t)) dt. (12)

From this and Fubini’s theorem we can derive that for all x > T4,∫ ∞

x

|y′(t) − β| dt ≤
∫ ∞

x

∫ ∞

t

|F (s, y(s))| ds dt

=

∫ ∞

x

(t − x) |F (t, y(t))| dt

<

∫ ∞

0

t |F (t, y(t))| dt < ∞.

The second conclusion follows (the proof of the case β < 0 is similar and so is omitted).

Note that when β = 0 one essential change must occur in the argument. Once
again, we derive that y(t)/t → 0 as t → ∞. However, we must now choose T so
large that |1 + y(t)| ≥ ε > 0 for all t > T , which is possible since |y(x)| → ∞ or
|y(x)| → C �= −1. Thus, y′(t) ∈ L1(T,∞). In addition, since y is not a type (4)
solution, it follows that the values y(t) must be bounded away from t = −1, for every
value of t. So there is a δ > 0 such that |1 + y(t)| > δ for all t ∈ [0, T ], from which we
get y′(t) ∈ L1(0, T ), and this produces the desired integrability over [0,∞).

Corollary 5. If y is not a type (4) solution of (1) then it is asymptotically linear (or
asymptotically constant in the case where β = 0).

Proof. Since y′ − β ∈ L1(0,∞),

y(x) − y(0) − βx =

∫ x

0

(y′(t) − β) dt → c as x → ∞,

so that

y(x) = βx + y(0) + c +

(∫ x

0

(y′(t) − β) dt − c

)
= βx + y(0) + c + o(1),

i.e., y(x) ∼ βx + α.

The next four Lemmas provide a means for approximating (and proving the exis-
tence of) these asymptotically linear (or asymptotically constant) solutions using the
contraction mapping principle of Banach-Cacciopoli, Hale [[12], p.5]. In so doing we
obtain estimates for the sizes of the various solutions involved and initial conditions
leading to them (more on this in the next section).
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Theorem 7. Let M, N, M > N ≥ 0 be given numbers such that

(3M − 4N)(N + 1) ≥ 1. (13)

Then there is a unique asymptotically constant solution of (1) such that N ≤ y(x) ≤ M
and y(x) → M as x → ∞.

Proof. We specialize the proof of Theorem 2.1 in Dubé-Mingarelli [10] to this situation
(in conjunction with Example 3.5 on p.6 of Dubé-Mingarelli [10]). We define the space
X = {u ∈ C[0,∞) |N ≤ u(t) ≤ M, t ≥ 0}, and note that it is a complete metric space
with metric induced by the uniform norm on the half-line. We define

F (t, u(t)) =
e−t

4
u(t) +

e−2t

1 + u(t)
,

and note that for u ∈ X, we have (cf., Eq. (2.1) in Dubé-Mingarelli [10])
∫ ∞

0

tF (t, u(t)) dt ≤
∫ ∞

0

(
1

4
te−tM +

te−2t

1 + N

)
dt =

1

4

(
M +

1

N + 1

)
≤ M − N

by (13). This shows that the mapping T defined by (cf., Eq. (2.4) in Dubé-Mingarelli
[10])

Tu(x) = M −
∫ ∞

x

(t − x)F (t, u(t)) dt

maps X → X. In addition, we choose k(t) so that

k(t) =
1

4
e−t +

e−2t

(1 + N)2
, (14)

where we have fixed a typographical error in the corresponding expression for (14) with
N = 0, M = 1 in Dubé-Mingarelli [[10], Example 3.5]. Then

∫ ∞

0

tk(t) dt =
1

4

(
1 +

1

(N + 1)2

)
< 1

by our assumption on N at the outset, as required for the application of the fixed point
theorem. It is now an easy matter to verify that T is a contraction on X. Therefore
its fixed point corresponds to an asymptotically constant solution of (1).

Setting N = 0 in this theorem immediately gives the next consequence.

Corollary 6. For any M ≥ 1/3 there is a unique asymptotically constant solution of
(1) such that 0 ≤ y(x) ≤ M and y(x) → M as x → ∞.

The preceding corollary extends the application of Dubé-Mingarelli [[10], p.6] in
the case where M = 1 and N = 0 to a case of general M, N . Now we show that
among those solutions with y′(x) → β where β > 0 there is a continuum of unique
asymptotically linear ones that can also be calculated to an arbitrary degree of precision
using the method of successive approximations (which is built-into the contraction
mapping principle).
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Theorem 8. Let D = {(a, b) ∈ R2 | a > 0, b > 0, 3a − 2b < 0, 3b − 2a ≥ 1}. Then
for each a, b ∈ D there is a unique solution of (1) such that 0 ≤ y(x) ≤ ax + b and
y(x) ∼ ax + b as x → ∞.

Proof. The proof is in the same spirit as that of the aforementioned Theorem 2.1 in
Dubé-Mingarelli [10]. We redefine the space

X = {u ∈ C[0,∞) | 0 ≤ u(t)

at + b
≤ 1, t ≥ 0},

and note that once again, for fixed a, b, X is a complete metric space with metric
induced by the norm

||u||X = sup
t≥0

∣∣∣∣ u(t)

at + b

∣∣∣∣.
Define the map T on X by

Tu(x) = ax + b −
∫ ∞

x

(t − x)F (t, u(t)) dt.

Clearly, for u ∈ X we have Tu(x) ∈ C[0,∞). Defining F as in Theorem 7 above, a
simple estimation shows that for u ∈ X we get

∫ ∞

0

tF (t, u(t)) dt ≤
∫ ∞

0

(
1

4
te−t(at + b) + te−2t

)
dt =

1

4
(1 + b) +

1

2
a ≤ b

since (a, b) ∈ D. Observe that since 3b− 2a ≥ 1 we have Tu(x) ≥ ax + b− b = ax ≥ 0,
for all x ≥ 0. (cf., Eq. (2.6) in Dubé-Mingarelli [10]). Moreover, Tu(x) ≤ ax + b, since
the integral is non-negative on X. Thus T is a self-map. We choose k(t) as before (see
(14) above). Next we show that T is a contraction on X. To this end we note that for
u, v ∈ X,

∣∣∣∣Tu(x) − Tv(x)

ax + b

∣∣∣∣ ≤ 1

ax + b

∫ ∞

x

(t − x)|at + b|k(t)

∣∣∣∣u(t) − v(t)

at + b

∣∣∣∣ dt

≤ 1

b
sup
t≥0

∣∣∣∣u(t) − v(t)

at + b

∣∣∣∣
∫ ∞

x

(t − x)(at + b)(
1

4
e−t + e−2t) dt

≤ 1

b
||u − v||X

∫ ∞

0

t(at + b)(
1

4
e−t + e−2t) dt

=
1

b

(
3

4
a +

1

2
b

)
||u − v||X

≤ κ ||u − v||X

where 0 < κ < 1 if and only if 3a < 2b. Passing to the supremum on the left it follows
that T is a contraction on X since 3a− 2b < 0 by hypothesis. The existence of a fixed
point for T is established, and so is the existence of an asymptotically linear solution
of (1).
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Remark 6. The point (a, b) = (0, 1/3) in on the boundary of D and this gives an as-
ymptotically constant solution as we have seen in Theorem 7. Indeed, all the solutions
obtained via Theorem 7 appear as boundary points of D. As an application of The-
orem 8 we conclude that there is a solution of (1) such that y(x) ∼ x + 2 as x → ∞
since the point (1, 2) ∈ D.

A result corresponding to Theorem 7 but for negative asymptotically constant so-
lutions is next.

Theorem 9. Let α > 1 + 1/
√

3, and choose M ≥ max {8/3, α} so large that

α ≤ 1

2
+

3

8
M +

1

8

√
3
√

M(3M − 8).

Then (1) has a unique asymptotically constant solution y such that

−M ≤ y(x) ≤ −α, x ≥ 0,

and y(x) ∼ −M as x → ∞.

Proof. Given α we fix a value of M as per the assumptions. Then the space

X = {u ∈ C[0,∞) | − M ≤ u(t) ≤ −α, t ≥ 0},

is a complete metric space with metric d defined by d(u, v) = max t≥0 |u(t)− v(t)|. We
define a map T on X as usual by setting

Tu(x) = −M −
∫ ∞

x

(t − x)F (t, u(t)) dt,

where F is defined as before by

F (t, u(t)) =
1

4
u(t)e−t +

e−2t

1 + u(t)
, u ∈ X.

Note that since u ∈ X we have F (t, u(t)) < 0 for every t ≥ 0. In addition, Tu(x) is
continuous for x ≥ 0 and Tu(x) + M ≥ 0, for every x ≥ 0. We now need to estimate
T from above in order to show that T is a self-map. Since u ∈ X,

Tu(x) = −M −
∫ ∞

x

(t − x)

(
1

4
u(t)e−t +

e−2t

1 + u(t)

)
dt

≤ −M +

∫ ∞

x

(t − x)

(
1

4
Me−t +

e−2t

α − 1

)
dt

≤ −M +

∫ ∞

0

(
1

4
Mte−t +

te−2t

α − 1

)
dt

= −3

4
M +

1

4(α − 1)
.

Thus, Tu(x) ≤ −α provided we can make −3
4
M + 1

4(α−1)
≤ −α, an expression that

leads to the quadratic inequality 4α2 − (4 + 3M)α + 3M + 1 ≤ 0. The discriminant
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being given by 3M(3M − 8), we see that it is necessary that M ≥ 8/3. Furthermore,
M ≥ α by definition of the set X and so M ≥ max {8/3, α} as required. A solution
of the quadratic inequality is given by choosing M larger still, if necessary, so that
α ≤ 1

2
+ 3

8
M + 1

8

√
3
√

M(3M − 8). Fixing such a value of M we have Tu(x) ≤ −α and
so Tu(x) ∈ X. Hence T : X → X.

In order to show that T is a contraction on X (and hence continuous) we proceed
as follows: For u, v ∈ X,

|Tu(x) − Tv(x)| ≤
∫ ∞

x

(t − x) |F (t, u(t)) − F (t, v(t))| dt

≤
∫ ∞

x

(t − x)

(
1

4
e−t|u(t) − v(t)| + e−2t|u(t) − v(t)|

|1 + u(t)||1 + v(t)|

)
dt

≤
∫ ∞

x

(t − x)

(
1

4
e−t|u(t) − v(t)| + e−2t|u(t) − v(t)|

(α − 1)2

)
dt

≤ d(u, v)

∫ ∞

0

(
1

4
te−t +

te−2t

(α − 1)2

)
dt

≤ κ d(u, v),

where κ = (1+(α−1)−2)/4 < 1 since α > 1+1/
√

3 by hypothesis. As a result we find
d(Tu, Tv) ≤ κ d(u, v) for u, v ∈ X. So T is a contraction and thus has a fixed point
u ∈ X. This fixed point corresponds to a solution y with the stated properties.

Remark 7. These methods give rough estimates to the initial conditions that generate
the required solution. For example, it follows from Theorem 9 that the solution y(x)
with y(x) ∼ −M satisfies −M ≤ y0 ≤ −α. Thus, in practice it is best to find the
smallest interval of length M − α.

The final result in this section is an analog of Theorem 8 for negative solutions
satisfying the condition y′(x) → −β as x → ∞ where β > 0. It is somewhat more
technical than the stated result since we must stay away from a point where y = −1.
Its proof is a combination of the proofs of both Theorems 8-9.

Theorem 10. Let α > 1, a > 0, b > 0, and

D =

{
(a, b) ∈ R

2 | 3b − 2a ≥ 4α +
1

α − 1
,

3a − 2b

3b − 2a
< α(α − 2)

}
.

Then for each a, b ∈ D there is a unique solution of (1) such that −ax−b ≤ y(x) ≤ −α
for x ≥ 0, and y(x) ∼ −ax − b as x → ∞.

Proof. We define a complete metric space by X = {u ∈ C[0,∞) | −at− b ≤ u(t) ≤ −α, t ≥
0}, with metric d(u, v) defined by the norm

d(u, v) = sup
t≥0

∣∣∣∣u(t) − v(t)

−at − b

∣∣∣∣ = ||u − v||X.

As is usual we define the map T on X by

Tu(x) = −ax − b −
∫ ∞

x

(t − x)F (t, u(t)) dt.
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Once again, for u ∈ X we have Tu(x) ∈ C[0,∞). First we show that T is a self-map.
To this end, let u ∈ X. Since u(t) < −α < 0 and α > 1, F (t, u(t)) < 0 for every

t ≥ 0. Hence Tu(x) + ax + b ≥ 0, for all x ≥ 0. In addition, for u ∈ X,

Tu(x) = −ax − b −
∫ ∞

x

(t − x)F (t, u(t)) dt

= −ax − b +

∫ ∞

x

(t − x)|F (t, u(t))| dt

≤ −ax − b +

∫ ∞

x

(t − x)

(
1

4
e−t(at + b) +

e−2t

α − 1

)
dt

≤ −ax − b +

∫ ∞

0

t

(
1

4
e−t(at + b) +

e−2t

α − 1

)
dt

≤ −ax − b +
1

4(α − 1)
+

1

2
a +

1

4
b ≤ 1

4(α − 1)
+

1

2
a − 3

4
b

for each x ≥ 0. Since (a, b) ∈ D, Tu(x) ≤ −α and so T : X → X.

We show that T is a contraction on X. Arguing as in the proof of Theorem 8 we
find for u, v ∈ X,∣∣∣∣Tu(x) − Tv(x)

−ax − b

∣∣∣∣ ≤ 1

ax + b

∫ ∞

x

(t − x) |at + b|
(

1

4
e−t +

e−2t

(α − 1)2

) ∣∣∣∣u(t) − v(t)

at + b

∣∣∣∣ dt

≤ 1

b
sup
t≥0

∣∣∣∣u(t) − v(t)

at + b

∣∣∣∣
∫ ∞

x

(t − x)(at + b)

(
1

4
e−t +

e−2t

(α − 1)2

)
dt

≤ 1

b
d(u, v)

∫ ∞

0

t(at + b)

(
1

4
e−t +

e−2t

(α − 1)2

)
dt, so that

d(Tu, Tv) ≤ κ d(u, v),

where the contraction constant

κ =
(2a + b)α2 − (4a + 2b)α + (3a + 2b)

4b(α − 1)2
< 1

if and only if

(2a − 3b)α2 − (4a − 6b)α + (3a − 2b) < 0, (15)

a quadratic with discriminant 4(3b2 + ab − 2a2) = 4(b + a)(3b − 2a) > 0 because
(a, b) ∈ D. In addition, 2a − 3b < 0, so (15) is equivalent to

α(α − 2) >
3a − 2b

3b − 2a
. (16)

Thus, with a, b suitably restricted as in Eq. (16), we get κ < 1 and so T is a contraction
on X. Note that if α > 2 and 3a = 2b, then the first of the two conditions on a, b
in D is sufficient to guarantee the existence of asymptotically linear solutions of this
type.
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Remark 8. We emphasize once again that one advantage in using fixed point methods
to prove the existence of asymptotically linear solutions of (1) lies in the fact that the
Banach-Cacciopoli fixed point theorem actually implies that the method of “successive
approximations” (or Picard iterations as they are sometimes called) can be used to
approximate the solutions themselves, i.e., the method lends itself to computability (see
Hille [[15], Chapter 2]). Although the Schauder fixed point theorem is more general
and can be used here, it only gives existence (without uniqueness) and little or no
computable features for the solutions themselves.

Example 1. In order to determine the initial conditions that generate the solution in
Theorem 1, we simply write

yn+1(x) = 1 −
∫ ∞

x

(t − x)F (t, yn(t)) dt, n ≥ 1,

where 0 ≤ y1(t) ≤ 1 is given by say, y1(t) = 1/2. These iterations must converge to the
required solution by the stated fixed point theorem.

Finding the first few iterates and substituting the value x = 0 in both yn and its
derivative gives the approximate values y0 = 0.6236, y′

0 = 0.49148 (see Fig. 3 below).
The more iterations one uses the better the approximation. Of course, any seed (within
the required limits) can be used as a starting value and the iterations will all converge
to the unique solution sought.

Figure 3.
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4 Connecting solutions to initial conditions

In this final section we give information on those asymptotic solutions having prescribed
initial conditions and conversely. In so doing we will be in a position to describe the
asymptotic behavior of all solutions in a plane of initial conditions (see below). It is
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best to refer to Theorem 6 in the sequel. We recall that y0 ≡ y(0), y′
0 ≡ y′(0) where all

the initial conditions are assumed real. In addition, I ≡ I0 is defined as in (6), that is,

I =
1

2
y′

0
2
+

1

8
y2

0 + ln |1 + y0|. (17)

The following result gives a sufficient condition for the existence of solutions with finite
singularities on [0,∞).

Lemma 12. Let I ≤ 0. Then the corresponding solution of (1) has a point where its
second derivative is infinite.

Proof. First we note that the region defined by (17) subject to I ≤ 0 is contained in
the strip −1 < y0 ≤ 0, of the (y0, y

′
0)-plane. If y′

0 ≤ 0 then, by Lemma 9, the solution
has a singularity as stated.

On the other hand, if y′
0 > 0 then I < 0. Now, use of Lemma 2 shows that any

corresponding solution of (1) must be negative on every interval to the right of x = 0
in which it is defined. Hence by combining Lemma 8 and Theorem 6 we deduce that
y cannot be of type (1) or (2) (since then the solution must be positive somewhere to
the right of zero and this contradicts the stipulated negativity above).

We have seen in Theorem 8, Theorem 10 and Corollary 5 that asymptotically linear
solutions exist and, in fact, prevail when we assume that the solution is not of type
(4). In this spirit, we provide some theoretical (and so exact) relationships between
the solution asymptotics and the corresponding initial conditions.

Lemma 13. Let y be a solution of (1) that is asymptotically linear, viz., for some
a, b ∈ R, y(x) ∼ ax + b as x → ∞, where a = 0 is allowed. Then

y0 = b −
∫ ∞

0

t F (t, y(t)) dt (18)

and

y′
0 = a +

∫ ∞

0

F (t, y(t)) dt. (19)

Conversely, if (y0, y
′
0) are initial conditions leading to an asymptotically linear so-

lution y(x), then the corresponding constants a, b are given above.

Proof. A double integration of (1) along with Fubini’s Theorem gives, for any x ≥ 0,

y(x) = y0 + y′
0x −

∫ x

0

(x − t) F (t, y(t)) dt.

On the other hand, since this same solution is asymptotically linear we have y(x) →
ax + b and y′(x) → a as x → ∞. Hence, by the results in the previous section y(x)
also satisfies the integral equation

y(x) = b + ax −
∫ ∞

x

(t − x) F (t, y(t)) dt, x ≥ 0.

Since these last two equations must be identical we can differentiate them and thereby
find (19). To get (18) we set x = 0 in both of them. The converse is clear.
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Notation: Next, let S0 be the subset of all initial values y0 where −1 < y0 < ∞,
such that there exists a value of y′

0 > 0 whose corresponding solution is asymptotically
constant.

We undertake a study of this set S0 in the sequel. A combination of Lemma 7,
Lemma 8 and Theorem 7 in that order indicates that S0 �= φ. As a result, those
initial values with y0 > −1 (resp. y0 < −1) leading to asymptotically constant solu-
tions of (1) lie in the strip y0 > −1, y′

0 > 0 (resp. y0 < −1, y′
0 < 0 ) of the (y0, y

′
0)-plane.

It is interesting to note that if y0 = −1 is a limit point of S0 then y′
0 → +∞.

That is, the closer we are to the singularity the higher we have to shoot in order to
get asymptotically constant solutions (otherwise the solutions “fall back” and become
solutions having points where the second derivative is infinite). This is the content of
the next result.

Lemma 14. Let yn
0 ∈ S0 be a sequence of initial values with yn

0 → −1 as n → ∞. Then
the corresponding values y′n

0 → +∞ as n → ∞.

Proof. Let (yn
0 , y′n

0 ) be such an initial condition and yn(x) be the corresponding solu-
tion. Refer to (5) with y replaced by yn and a = 0. Note that since y(x) is asymptot-
ically constant and y′(x) → 0, as x → ∞, the left side of (5) is finite. However, the
right side of (5) is unbounded unless (y′n

0 )2 = +∞. The result follows.

Lemma 15. Let y(x) be any asymptotically linear solution of (1). Then y ∈ C∞(0,∞)
and there is an expansion of y into a series of initial conditions y(x) =

∑∞
n=0 cn(y0, y

′
0) xn

where the coefficients are functions of y0, y
′
0 alone and the expansion is absolutely and

uniformly convergent for x in compact subsets of [0,∞).

Proof. Since F is analytic for t ∈ C and also for y ∈ C \ {−1} (the complex plane
punctured at y = −1), it follows from standard theorems (cf., Hille [[15], Theorem
2.5.2]) that every asymptotically linear solution of (1) defined by initial conditions
y0, y

′
0 where y0 �= −1 is necessarily complex analytic and so infinitely differentiable for

all x > 0. In addition,

y(x) =
∞∑

n=0

cn(y0, y
′
0) xn,

where the power series converges absolutely and uniformly for x in compact subsets of
[0,∞), and the coefficients are functions of the initial conditions (y0, y

′
0). The coeffi-

cients are easily found by appealing to the differential equation (1) and differentiating
as required since y ∈ C∞(0,∞). Indeed, its first few terms are given by cn ≡ cn(y0, y

′
0),

c0 = y0

c1 = y′
0

c2 = −1

8

(
y0 +

4

1 + y0

)
, (20)
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c3 =
1

24

(
y0 +

8

1 + y0
+ y′

0

(3 + y0)(1 − y0)

(1 + y0)2

)
(21)

c4 = −y0(127 + 73 y2
0 + 9 y2

0 + 3 y3
0) + y′

0(56 + 40 y0 − 24 y2
0 − 8 y3

0) + 76 + 32 y′
0
2

134 (1 + y0)
3

. . . . . .

Remark 9. Eq.(20) can be used to determine the short-term qualitative behavior of any
solution of (1). For example, it is easy to see that if y is any solution of (1) with initial
conditions (y0, y

′
0), then for all sufficiently small x for which the solution is defined,

sgn y′′(x) = −sgn (1 + y0).

Thus, we can easily derive from this that the graph of y is concave up (resp. down)
whenever y0 < −1 (resp. y0 > −1) if x is small enough.

In order to gain an understanding of the initial conditions leading to asymptotically
constant solutions we require an estimate of the approach of such a solution to its limit.
This growth is provided by the next result.

Lemma 16. Let y be an asymptotically constant solution of (1) with y(x) ∼ M , where
M �= 0, as x → ∞. Then, for all sufficiently large x,

|y(x) − M | = O(e−x), (22)

|y′(x)| = O(e−x). (23)

Proof. First, we use an induction argument to show that if yn(x), n ≥ 1, denote
the successive approximations of y(x), then F (t, yn(t)) = O(e−t) as t → ∞. Setting
y1(t) = M , for every t ≥ 0, it is easy to see that F (t, y1(t)) = O(e−t) for large t, so the
statement is true for n = 1. Assume that F (t, yi(t)) = O(e−t), for large t, holds for
i = 2, 3, . . . n. Since

yn+1(x) = M −
∫ ∞

x

(t − x)F (t, yn(t)) dt, n ≥ 1, (24)

necessarily for every x ≥ 0, we see that

|yn+1(x) − M | ≤
∫ ∞

x

(t − x)|F (t, yn(t))| dt ≤ A

∫ ∞

x

(t − x)e−t dt = O(e−x),

for all sufficiently large x, where A is some positive constant (which can be made in-
dependent of n) whose value is immaterial. Passing to the limit we find (22).

On the other hand, since y′(x) → 0 as x → ∞ we also have (cf., see the proof of
Lemma 13 above),

y′
n+1(x) =

∫ ∞

x

F (t, yn(t)) dt, n ≥ 1. (25)

Thus, (23) follows from the estimates on F from the first part upon passage to the
limit.
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Next we show that corresponding to any initial value y0 > −1 there is an asymp-
totically constant solution for some appropriate choice of y′

0 > 0.

Theorem 11. For every δ > 0 and δ < 1/2, there is an asymptotically constant
solution y of (1) such that y(x) ∼ −1 + 2δ as x → ∞. For such a solution, its initial
values y0, y

′
0 satisfy −1 < y0 < −1 + 2δ and y′

0 > 0.

Proof. Write M = −1 + 2δ and consider the successive approximations (24)

yn+1(x) = M −
∫ ∞

x

(t − x)F (t, yn(t)) dt, n ≥ 1,

= M −
∫ ∞

x

(t − x)

(
1

4
e−tyn(t) +

e−2t

1 + yn(t)

)
dt. (26)

Choose X0 so large that

1

4
(3δ − 1)e−x +

1

4δ
e−2x < δ and

1

4
(1 − δ)e−x − 1

12δ
e−2x < δ for all x > X0, (27)

and

α ≡ 1

4δ2

(
e−2X0 + δ2 e−X0

)
< 1. (28)

Define y0(x) ≡ −1 + δ, for every x ≥ 0. We now show that for n = 0, 1, 2, . . . , we have

−1 + δ ≤ yn(x) ≤ −1 + 3δ (29)

for all x > X0. The result is clear for n = 0. Assuming (29) true for n = m, we estimate
ym+1 to find∫ ∞

x

(t − x)

(
1

4
e−t(δ − 1) +

e−2t

3δ

)
dt ≤

∫ ∞

x

(t − x)

(
1

4
e−tym(t) +

e−2t

1 + ym(t)

)
dt

≤
∫ ∞

x

(t − x)

(
1

4
e−t(3δ − 1) +

e−2t

δ

)
dt,

which gives

1

4
(δ − 1)e−x +

e−2x

12δ
≤

∫ ∞

x

(t − x)F (t, ym(t)) dt ≤ 1

4
(3δ − 1)e−x +

e−2x

4δ
,

from which it follows that

2δ − 1 − 1

4
(3δ − 1)e−x − e−2x

4δ
≤ ym+1(x) ≤ 2δ − 1 − 1

4
(δ − 1)e−x − e−2x

12δ

for every x > X0, and the result follows on account of (27). Thus, (29) is true for every
n ≥ 0 and x > X0.
Next, we estimate successive differences in the approximations. Observe that for m ≥ 0,

ym+2(x) − ym+1(x) =

∫ ∞

x

(t − x)(F (t, ym(t)) − F (t, ym+1(t)) dt

=

∫ ∞

x

(t − x)

(
1

4
e−t(ym(t) − ym+1(t)) +

e−2t(ym+1(t) − ym(t))

(1 + ym(t))(1 + ym+1(t)

)
dt.
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Consequently,

|ym+2(x) − ym+1(x)| ≤ sup
t>x

|ym+1(t) − ym(t)| ×
∫ ∞

x

(t − x)

(
1

4
e−t +

e−2t

(1 + ym(t))(1 + ym+1(t))

)
dt. (30)

However, from (29) we have (1+ ym(t))(1+ ym+1(t)) ≥ δ2 for every x > X0. Using this
in (30), we get the estimate

|ym+2(x) − ym+1(x)| ≤ sup
t>x

|ym+1(t) − ym(t)|
∫ ∞

x

(t − x)

(
1

4
e−t +

e−2t

δ2

)
dt

= sup
t>x

|ym+1(t) − ym(t)| 1

4δ2

(
e−2x + δ2 e−x

)
≤ α sup

t>x
|ym+1(t) − ym(t)|, (m ≥ 0) (31)

where 0 < α < 1, provided that x > X0, by (28). Taking the supremum of both sides
of (31), we see that this establishes the convergence of the successive approximations,
at least for x > X0. The continuity of the limiting function y(x) is also easily proved
using these estimates.
Finally, by Lemma 7 and Lemma 9, we must have that for such a solution, y′

0 > 0. If
y0 ≥ 0, then the proof of Lemma 6 shows that M > 0, which is false. Thus, −1 < y0 <
0. Arguing as in the proof of Lemma 8, the solution must satisfy y(x) < 0, y′(x) > 0
and y′′(x) < 0. But y′(x) has a limit at infinity, and if this limit is positive, then we
obtain an asymptotically linear solution, which is impossible. Thus, this limit is zero.
However, note that y′(x) > 0 throughout its domain, so that y(x) is increasing to its
limit. Thus, −1 < y0 < −1 + 2δ.

Remark 10. Combining Theorem 7 and Theorem 11, we obtain that for every initial
value y0 > −1, there is a value of y′

0 > 0 such that the corresponding solution is
asymptotically constant at infinity. A similar result holds for the initial conditions
y0 < −1, y′

0 < 0 and is left to the reader.

We show presently that the collection of points (y0, y
′
0) in Π which lead to an

asymptotically constant solution is, in fact, a piecewise differentiable curve whose graph
we can approximate.

Theorem 12. The set T0 = {(y0, y
′
0) | y0 ∈ S0} is the graph of a differentiable function

on R \ {−1}.

Proof. Write y(x, y0, y
′
0) for an asymptotically constant solution of (1) whose initial

values are defined by y(0) = y0, y
′(0) = y′

0. We take it that y(x) ∼ M , where M > 0,
and consider the relation y(x, y0, y

′
0) − M = 0 (or y′(x, y0, y

′
0) = 0), the idea here be-

ing an attempt to approximate this solution. Standard continuous dependence on the
initial conditions estimates (e.g., Hille [[15], p.78]) give that y(x, y0, y

′
0) is a differen-

tiable function of (y0, y
′
0). Fixing x and y0 for the time being, we deduce that y is a

28



differentiable function of y′
0. Since

y(x, y0, y
′
0) = y0 + y′

0x −
∫ x

0

(x − t)F (t, y(t, y0, y
′
0)) dt, (32)

differentiating both sides with respect to y′
0 we find

∂y

∂y′
0

(x, y0, y
′
0) = x −

∫ x

0

(x − t)

(
1

4
e−t − e−2t

(1 + y)2

)
∂y

∂y′
0

(t, y0, y
′
0) dt.

Thus, ∂y/∂y′
0(x, y0, y

′
0) cannot vanish identically on [0, x], and so there is a point x0 and

a neighborhood (x0 − δ, x0 + δ) in which ∂y/∂y′
0(x, y0, y

′
0) �= 0. The implicit function

theorem now implies that y′
0 = f(x, y0) locally. That is, given x, we see that y′

0 is
locally a (differentiable) function of y0, so that the set T0 is the graph of a function, or
this set is a differentiable curve in the plane (y0, y

′
0) of initial conditions.

Without loss of generality, we restrict ourselves to the case where y0 > −1 and
y′

0 > 0 (the case y0 < −1 and y′
0 < 0 being similar). From Theorem 12, we see that the

collection T0 of points (y0, y
′
0) in Π such that y(x) is asymptotically constant at infinity

is the graph of a function defined on (−1,∞). We now show how to estimate this curve.

Use of Lemma 16 and Lemma 13 shows that the curve T0 has a vertical tangent line
at x = −1, while Lemma 15 can be used to estimate this curve as follows: Lemma 16
tells us that for large x, the values of y′(x) are exponentially small. Thus, differentiating
the representation y(x) =

∑∞
n=0 cn(y0, y

′
0) xn, with respect to x and setting the resulting

series equal to zero for suitable x-ranges we get, solving for y′
0 in terms of y0 and

stopping after the third term,

y′
0 =

1

4

(
y0 +

4

1 + y0

)
x. (33)

For y0 > −1 and y′
0 > 0, this curve is displayed below.

.

Figure 4.
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Eq. (33) serves as a rough estimate for the curve defined by the set T0. Sharper
estimates can be found by collecting more terms from the power series representation
given in Lemma 15 and solving for y′

0 (after setting the differentiated sum equal to
zero) and piecing together various arcs obtained by varying the x-values. The resulting
curve (with x = 1) is shown in Fig. 4. Varying the value of x in (33) can be used to “fit”
the curve to solutions obtained numerically. Note that the graph of y′

0 as a function of
y0 (as displayed in Fig. 4) has a vertical tangent line at y = −1, in conformity with the
theoretical investigations of Lemma 14. As well, we note that initial conditions “above”
the curve lead to solutions that are asymptotically linear (not constant), while points
below lead to solutions with finite singularities. Finally, we note that this analysis also
can be extended to the left plane defined by y0 < −1. In this case, we get another
piece of the curve above (also given by (33)), shown below alongside the one in Fig. 4.

Figure 5.

The two branches of the curve in Fig. 5 approximating the set T0 have the following
property:

Theorem 13. Given y0 �= −1, there exists a distinguished value y′∗
0 of y′

0 (depending
on whether y0 > −1 or y0 < −1, resp.) such that for all y′

0 > y′∗
0 (resp. y′

0 < y′∗
0 ) the

solutions are asymptotically linear while for y′
0 < y′∗

0 (resp. y′
0 > y′∗

0 ) the solutions have
finite singularities. Finally, when y′

0 = y′∗
0 the solutions are asymptotically constant.

In order to prove this theorem we need a result that allows us to compare solutions
of (1). This is the content of the next lemma.

Lemma 17. Let y, z be any two solutions of (1) such that for some δ > 0, |1+y(x)| > δ
and |1 + z(x)| > δ for every x ∈ [a, b]. Then

[y′(x)z(x) − y(x)z′(x)]

∣∣∣∣
b

a

=

∫ b

a

(y(x) − z(x)) (1 + y(x) + z(x))

(1 + y(x))(1 + z(x))
e−2x dx. (34)

Proof. The argument is Sturmian in nature. Multiply (1) by z. With y replaced by
z we multiply (1) again by y and subtract the two results. Integrating over [a, b] and
simplifying we get

∫ b

a

(y(x) − z(x)) (1 + y(x) + z(x))

(1 + y(x))(1 + z(x))
e−2x dx =

∫ b

a

(y′′(x)z(x) − y(x)z′′(x)) dx.
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Integrating the right side by parts there follows (34).

Proof. (Theorem 12) For a given y0, the existence of the special initial slope y′∗
0 (and

corresponding solution, y′∗(x)), is a consequence of Theorem 12.

Case i: Let y0 ≥ 0, a quantity that we now fix, and y′
0 > 0 (the case y′

0 ≤ 0 immedi-
ately leads to type (4) solutions by Lemma 9). We first show that whenever y′

0 > y′∗
0 ,

then the corresponding solution y(x) is asymptotically linear.

For y′
0 > y′∗

0 , there exits a neighborhood [0, η], η > 0, such that for the resulting
solutions, y′(x) > y′∗(x) for all x ∈ [0, η].

Assume that the collection of all such η has no finite upper bound. Since y′∗(x)
is defined for all x the same is true of y′(x). Thus, y′(x) tends to a limit at infinity
(recall that all solutions and their derivatives have limits in this case, cf., Theorem 6).
However, this limit cannot be zero at infinity as this would violate Theorem 12 (by
creating yet another asymptotically constant solution for the same y0). Thus, using
the proofs of Lemma 6 and Lemma 8, y′(x) tends to a non-zero limit at infinity, and
so the solution must be asymptotically linear.

If the collection of these η admits a finite upper bound, then there exists a smallest
value η ≡ x0 > 0 such that y′(x0) = y′∗(x0) and y′(x) > y′∗(x) for all x ∈ [0, x0). Since
y(0) = y∗(0) by hypothesis, we deduce from the preceding inequality that y(x) > y∗(x)
for every x ∈ [0, x0]. We now use Lemma 17 above with z(x) ≡ y∗(x) over [a, b] ≡ [0, x0].
Recall that y′(x0) = y′∗(x0) = z′(x0) and y′(0) > y′∗(0) = z′(0) (by hypothesis). Thus,

∫ x0

0

(y(x) − z(x)) (1 + y(x) + z(x))

(1 + y(x))(1 + z(x))
e−2x dx = [y′(x)z(x) − y(x)z′(x)]

∣∣∣∣
x0

0

= y′(x0) (z(x0) − y(x0)) − y(0) (y′(0) − z′(0)) < 0, (35)

since z(x0) − y(x0) < 0, y′(x0) > 0 and y(0) (y′(0) − z′(0)) ≥ 0. This, however,
contradicts the fact that the left side is positive since y(x) > z(x) over [0, x0) and
all the other terms are positive. Thus x0 cannot exist and so we conclude, from the
preceding paragraph, that y(x) is asymptotically linear.

Let y′
0 < y′∗

0 . We wish to show that y is a type (4) solution. Arguing as in the
previous case, on the assumption that y(x) is defined for all x, we cannot have y′(x)
tend to zero at infinity. Next, we know that the assumption y′

0 ≤ 0 immediately leads
to type (4) solutions by Lemma 9. Hence we need only consider the case where y′

0 > 0.

Should y not be of type (4), then it must be asymptotically linear (by one of
Lemma 6 - Lemma 9, as the case may be, depending on the sign of y′

0). We show
presently that this is impossible.
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For y′
0 < y′∗

0 , the resulting solution y′(x) < y′∗(x) for all x ∈ [0, η] where η > 0.
Since y(x) is asymptotically linear we have y′(x) → β as x → ∞ where β > 0 (note that
β < 0 leads to a type (4) solution since y0 > −1). Writing g(x) = y′(x)− y′∗(x) for all
x, we see that g is differentiable and g(0) < 0, by hypothesis. In addition, since y∗(x)
is asymptotically constant, for 0 < ε < β/4 there is an X0 such that |y′∗(x)| < β/4 for
all x > X0. Furthermore, since y′(x) → β as x → ∞, there is an X1 > X0 such that for
every x > X1, y′(x) > β/2. Hence, for x > X1, we have g(x) > β/2 − β/4 = β/2 > 0.
But this means that g(x0) = 0 for some x0 ∈ [0, X1], that is, y′(x0) = y′∗(x0). Letting
x0 be the smallest such point, if necessary, we can assume that y′(x) < y′∗(x) for all
x ∈ [0, x0). It follows from this that y(x) < y∗(x) for every x ∈ [0, x0). As in the
previous case we use Lemma 17 over the interval [0, x0] with z(x) ≡ y∗(x). In this case
we note that the left side of (35) is negative while the right side is positive, leading
once again to a contradiction. Hence y(x) cannot be asymptotically linear and so must
be of type (4).

Case ii: Finally, let −1 < y0 < 0. The case where y′
0 ≤ 0 leads to type (4) solutions

by Lemma 9 and so we can assume that y′
0 > 0.

Let 0 < y′
0 < y′∗

0 . One must prove that the resulting solution y is a type (4) solu-
tion. As in the previous cases, if y(x) is defined for all x, we cannot have y′(x) → 0
at infinity. On the other hand, y′(x) → β, and β < 0 is impossible unless this is
actually a type (4) solution. If y is not a type (4) solution, then it follows that y(x)
must be asymptotically linear at infinity in the sense that, for some β > 0, we have
y′(x) → β as x → ∞. Repeating the discussion above regarding the g-function, there
exists a smallest point x0 such that y′(x0) = y′∗(x0). Because of this, one can assume
that y′(x) < y′∗(x) for all x ∈ [0, x0), and y′(x) > y′∗(x) for all x ∈ (x0,∞) since the
derivatives are each monotone functions. So y(x) > y∗(x) for x > x0.

Choose x1 > x0 so large that y(x1) > 0, y(x1) + z(x1) > 0, and y′(x1)− z′(x1) > 0.
This is always possible because of the asymptotic nature of these solutions. We now
use (34), with z(x) ≡ y∗(x) again, over the interval [a, b] = [x1, X] where X is chosen
so that y′(X) > β/2. Consider the function w(x) ≡ 1 + y(x) + z(x) for x ≥ x1. Since
y, z are each monotone, so is w. In addition, w(x) ≥ w(x1) = 1+y(x1)+ z(x1) > 0, for
every x > x1. It now follows that the left-side of (34) is positive while the right-side is
negative. This contradiction shows that y is necessarily a type (4) solution. The case
y0 < −1 is similar and is left to the reader.

4.1 Concluding remarks and open questions

For x < 0 it is not difficult to show that every solution of (1) with initial conditions
y0 > −1, y′

0 > 0 or y0 < −1, y′
0 < 0 must have a finite singularity. We sketch the proof

for completeness. The change of variable x = −t, y(x) = u(t) sends (1) on (−∞, 0]
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into the equation

u′′ +
et

4
u +

e2t

1 + u
= 0, t ∈ [0,∞).

Since we are dealing with solutions having finite singularities, it suffices to consider
initial conditions for this equation such that u0 > −1, u′

0 < 0 or u0 < −1, u′
0 > 0 since

otherwise we already know that the other initial conditions lead to type (4) solutions
for x > 0 by Lemmas 7-9 in the discussion above. We now argue as in the proofs of
Lemmas 6-9.

Let u0 > −1, u′
0 < 0. Then there is a right-neighborhood of t = 0 in which

u(t) < 0, u′(t) < 0 and u′′(t) < 0. This then leads to a type (4) solution (as in
Lemma 9). On the other hand, if u0 < −1, u′

0 > 0, then there is a right-neighborhood
of t = 0 such that u(t) < −1, u′(t) > 0, u′′(t) > 0, and this leads to a type (4) solution
(by the methods of Lemma 10). Combining these results we obtain

Theorem 14. Every solution of (1) on R has a finite singularity.

Placing the pole in (1) at y = −a, a > 0, leads to no further generality, as this
amounts to a rescaling with e−2x replaced by e−2x/2a. The techniques here can be
adapted to the cases where

y′′ + f(x)y +
g(x)

1 + y
= 0, x ∈ [0,∞),

on the assumption that f, g are positive, of exponential order, f(0) < 4g(0), in addition
to the usual analyticity requirements. Indeed, more general criteria for a corresponding
Theorem 6 can be formulated similar to those described in [10] by restricting the classes
of F .

We note the asymptotic behavior of those solutions with finite singularities in Sec-
tion 2.1. Numerical considerations indicate that this approach to the value −1 is
actually very slow, in conformity with the square root of the negative of the logarithm
seen above. We also note that this reveals the nature of the logarithmic branch point.
A thorough study of this equation for complex x may reveal more interesting facts
about the general solution.
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