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ABSTRACT

The recent evolution of storage devices, digital embedded cameras and the Internet have collaterally
allowed sexual predators to take advantage of these technological breakthroughs to gather illegal me-
dia, which is exhibited uncensored through Peer-to-Peer file sharing networks. In this paper, we are
particularly concerned about the increasing availability of Child Abuse Material. Therefore, we have
explored alternatives to detect non-adults in visual content. Initially, different age estimations and
underage detection techniques are reviewed by analyzing existing datasets. Finally, several local de-
scriptors and convolutional neural networks for underage detection are evaluated. The experimental
results obtained for a large dataset that combines collections such as FG-Net, Adience, GenderChil-
dren, The Image of Groups and Boys2Men evidence the complementary information contained in
both local descriptors and neural networks, as their fusion boosts the accuracy of non-adult detection

to over 93%.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

According to INTERPOL, pornography refers to “consen-
sual sexual acts distributed (mostly) legally”. For this reason,
instead of using the term child pornography, this organization
suggests that Child Abuse Material (CAM) is the proper term
to refer to multimedia material documenting the sexual abuse
of a child.

Wolak et al. (2008) state that CAM possession is an unusual
sex crime, it is a form of child sexual exploitation that requires
no direct interaction with the victim. In fact, the crime is pos-
sessing CAM, which is contraband because it shows actual chil-
dren being sexually abused or exploited. The children and ado-
lescents pictured in this kind of material are generally uniden-
tified victims of exploitation and often abused by the producers
of it as Wolak et al. (2011) highlight. Moreover, Thompson
(2009) points out that police forces are continuously involved
in the task of detecting and removing CAM, identifying victims
and offenders and applying the law.
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Kawale and Patil (2014) confirm in their studies that this par-
ticular crime has increased since current technology facilitates
the distribution and sharing of multimedia material. The grow-
ing capacity of computers to transmit (and store) images, to-
gether with the inexpensive availability of image and video ac-
quisition in almost every device, such as smartphones, tablets
or digital cameras may be expanding the risk of child exposure
to these sexual offenders. Indeed, Jenkins (2009) states that a
primary concern is Peer-to-Peer (P2P) file sharing networks,
These allow users to bypass centralized servers and download
CAM from networks to personal digital devices.

Liberatore et al. (2010) carried out an interesting survey on
how law enforcement groups have developed sophisticated sys-
tems known by names such as Gridcop, RoundUp, and Ephex,
which allow police forces to detect illegal activity by specific
Internet Protocol (IP) addresses on a variety of P2P networks.
However, using these systems is just a first investigation step.
The massive presence of multimedia material on the Internet,
still requires a strong effort to automate CAM detection. In
this sense, the availability of automatic approaches to detect the
presence of children in content involving sexual imagery would
give extra leverage to the task of CAM detection. Such a sys-
tem could be divided into two steps. The first one would be
devoted to the detection of sexual visual material, making use



of techniques similar to parental filters, while the second would
be in charge of determining the presence of children.

As a consequence of this filtering task, the detection of CAM
would allow police forces to gather enough information to cre-
ate a CAM-oriented database. In this regard, INTERPOL hosts
the International Child Sexual Exploitation image database
(ICSE DB), which is a powerful tool, that allows specialized in-
vestigators to share data with colleagues across the world. This
database enables certified users in member countries to access
the database directly and in real time, thereby providing imme-
diate responses to queries related to child sexual exploitation
investigations.

The first step, pornography detection, has been accomplished
making use of skin detection as in Jones and Rehg (1998), or
more recently combining different cues such as color, texture
and shape also used in Sengamedu et al. (2011). Our proposal
is devoted to partially solving the aforementioned second stage,
describing an approach to classify an individual as adult or not.
The aim is to save time for security forces when filtering mate-
rial. This can be carried out using previous face detection and
performing a classification based mainly on facial information.

Thus, the major contributions of this study are as follows:
1) to tackle the problem of filtering for CAM, 2) the design
of a large collection of facial images for adult/non-adult clas-
sification, and, 3) the evaluation separately of local descriptors
and Convolutional Neural Networks (CNNs), and finally, 4) the
successful combination of both approaches to boost the system
performance.

The paper is organized in four sections. The rest of Section
1 looks at age estimation related work. In Section 2, the lo-
cal descriptors and the CNNs architecture are described. The
collected dataset is fully detailed as well as the classification
experiments are reported in Section 3. Finally, conclusions are
drawn in Section 4.

1.1. Related work

Age is a soft biometric attribute that has recently received
a great deal of attention by the computer vision community.
Contrary to strong biometric traits which present distinctive-
ness and permanence to differentiate unequivocally any two in-
dividuals, soft biometric traits are referred to as ancillary infor-
mation not unique, but useful to describe people in meaningful,
non-overlapping categories, see Nixon et al. (2015). Further-
more, the facial age estimation task can be divided into three
different problems:

o (Classification problem as in Gao and Ai (2009); Guo et al.
(2008). The age of an individual, considered as a label, is
predicted and then grouped into one age group (e.g. child,
young, adult, and so on).

e Regression problem as in Lanitis et al. (2004); Suo et al.
(2008); Guo and Mu (2011). The goal is to obtain a precise
age value.

o A hybrid of the two previous problems as in Lanitis et al.
(2004); Takimoto et al. (2008); Guo et al. (2008). Also
known as hierarchical age estimation, is a coarse-to-fine
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method used to find the age label in a pre-classified group
of a dataset. As facial aging is perceived differently in
different age groups, age estimation in a specific age group
provides a more accurate result.

Over the last decade, apparent age estimation proposals are
mostly based on facial information, which has been evaluated
on datasets such as FG-Net (Panis et al. (2016)), MORPH (Ri-
canek and Tesafaye (2006)) or Adience (Eidinger et al. (2014)).
However, these datasets do not include a wide collection of in-
dividuals close to the adult/non-adult classification border, as
they have been designed for different purposes such as inter-
action or commercial applications. In this sense, we may refer
to our recent work gathering Boys2Men, see Castrillon-Santana
et al. (2016a,b), to our knowledge, the only dataset designed for
this particular problem. Satta et al. (2014) described an inter-
esting dataset focused on the gender classification of children,
evidencing the presence of different features for such a task and
suggesting the need for the integration of local context features
to improve accuracy.

Moreover, Choi et al. (2011) considered two types of features
used for predicting age from facial images: local and global fea-
tures. The first type of features are taken from texture (hair and
skin), while the second, global features, are extracted from the
geometric properties (appearance and shape) of the facial ele-
ments. Choi et al. stated that local characteristics are commonly
known to better classify people into age groups. On the other
hand, these authors also argued that their global counterparts
are better not only for estimating age, but also for identifying
different individual traits, such as identity, emotions and race.

Another interesting proposal developed by He et al. (2016),
reduced the problem to an age prediction problem over time
evolution as a time-series sequence estimation analysis. For this
purpose, a structure-aware method based on Slow Feature Anal-
ysis (SFA) was considered. This approach captures the struc-
tural information of a human face as the face evolves over time
gradually by using SFA. This technique can be useful for child
re-identification in different CAM-timelines.

Recent soft biometrics surveys as described y Nixon et al.
(2015); Dantcheva et al. (2016) give results for both, age es-
timation and age group classification. Several techniques re-
quire a precise detection of face fiducial points. Studies based
on local descriptors are relatively novel, and there are no ex-
tensive evaluations covering different alternatives. Moreover,
recent great results based on deep learning for different Com-
puter Vision problems, as seen in Krizhevsky et al. (2012), have
also attracted the interest of soft biometric researchers to CNNs,
see Lecun et al. (1998), in particular for gender and age estima-
tion. We may refer to Levi and Hassner (2015) who present
a CNN with three layers and two fully connected layers that
obtains accuracies over 50% in the age problem.

Another approach is found in Almeida et al. (2016), where
a tool was developed to identify persons under 20 years old,
which is based on the Discrete Cosine Transform (DCT). FG-
Net and Adience datasets were used to evaluate this approach,
achieving up to 71.1% of success using almost 7,000 images as
blind evaluation samples.

A Microsoft working group has developed an application
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Fig. 1. CAM detection proposal

called How old do I look?, see Microsoft (2016). Depending
on the image, the application obtains good results in age esti-
mation, but wrong estimations have also been reported. Other
websites that estimate age or age ranges are Detector (2016);
KAIROS AR (2016). The first one from facial images and
KAIROS using video images. Their developers confirm that
these applications do not have totally reliable results.

Another well-known site is Face.com, see Facebook (2016),
that was developed by an Israeli company that offers facial
recognition to other web pages and companies, including Face-
book. This system tries to estimate the age of a person by only
analyzing a photo. Its application does not give an accurate re-
sult, but shows a range of approximate ages: the apparent age,
and the estimated maximum. The real system effectiveness is
unknown, since the company does not disclose any information
about its software.

In this paper, we perform a study covering and comparing
local descriptors, Regions of Interest (ROIs), CNNs and fusion
strategies for the classification of facial images belonging to
adults or non-adults.

2. Proposal

An outline of the proposed system is shown in Fig. 1. Our
work is not focused on the detection of pornographic content,
nor on face detection. In fact, we tackle exclusively the facial
analysis modules, see the highlighted part.

In this section, two alternatives are described to tackle the
adult/non-adult classification problem. The first one is based
on local descriptors, where the possibility of fusing different al-
ternatives and ROIs is evaluated. The second one explores the
use of deep CNNs for this particular problem. Instead of esti-
mating the precise age of a given individual, we have adopted
a simpler binary approach to classify an individual as adult or
non-adult.

2.1. Local descriptors

As stated in Section 1.1, facial cues can be defined as a stan-
dard reference for human faces used by scientists for facial
analysis, e.g. to estimate the age of a person. In this regard,
the aging process affects the facial structure and appearance of
a person in many ways. The changes that occur are related to
craniofacial morphology and face texture.

On the one hand, certain features of craniofacial morphology
appear only in people of a certain age and change during the

Fig. 2. Boys2Men sample showing the different ROIs evaluated with local
descriptors. From left to right: head and shoulders (HS) (64 x 64 pixels),
face (F) (59 x 65 pixels), periocular (P) (49 x 19 pixels), and mouth areas
(M) (37 x 31 pixels).

aging process (e.g. the facial skeleton growth). On the other
hand, changes in the facial texture are defined as variations in
face associated with skin and muscle elasticity, see Geng et al.
(2008).

To tackle the problem, we have considered four facial ROIs,
see Fig. 2, with the aim of extracting features at different res-
olutions in order to capture the specific characteristics of each
region. The analysis has included several texture based descrip-
tors:

e The Histogram of Oriented Gradients (HOG) proposed
by Dalal and Triggs (2005). This technique counts oc-
currences of gradient orientation in localized rectangular
areas of an image.

e Local Binary Patterns (LBP), and in their uniform form
(LBP“2) proposed by Ahonen et al. (2006). These de-
scriptors have proven to be useful for texture classification.
They encode each pixel considering the magnitude relation
with the surrounding neighbors. As a result, a binary code
is obtained. Moreover, the LBP*? variant reduces consid-
erably the number of possible binary codes, taking into
account only the most common ones.

o Local Gradient Patterns (LGP), proposed by Jun and Kim.
(2012), contrary to LBP, consider the pixel gradient in-
stead of its gray value. LGP representation is insensitive
to global intensity variations like others such as the afore-
mentioned LBP.

o The Local Ternary Patterns (LTP), proposed by Tan and
Triggs (2010), are an extension of LBP. Unlike LBP, LTP
does not divide the pixels into 0 and 1, but into three val-
ues. Instead of using a histogram with a larger number of
bins, the ternary pattern is commonly split into two binary
codes known as LTPy,,, and LTP;,, respectively.



e The Local Salient Patterns (LSP), proposed by Chai et al.
(2013), are also a variation of LBP. In this case, instead
of computing each pixel considering neighbors, only the
most relevant local comparisons are encoded, with the
largest positive or negative contrast magnitude in LBP fea-
ture representation. As a result, LSP is expected to be
more robust than the conventional LBP approach. More-
over, high order cases which explore more local relation-
ships among multiple pixels can be defined. Those de-
scribed in the original paper are considered in our analysis:
LSPy, LSP,, LSP,, LSPy; and LSPy;».

o The Weber Local Descriptor (WLD), proposed by Chen
et al. (2010), has been considered for image texture classi-
fication. It is based on the fact that human perception de-
pends on both changes in stimulus (e.g. sound, light, etc.)
and the intensity of the stimulus. Specifically, WLD con-
sists of two components: differential excitation and orien-
tation. The differential excitation component is a function
of the ratio between the relative intensity differences of a
pixel and its neighbors and the pixel intensity. The orien-
tation component is the pixel gradient orientation.

e The Local Phase Quantization (LPQ), proposed by Ojan-
sivu and Heikkila (2008), has also been considered for im-
age texture classification. It is computed based on quan-
tizing the phase information of the local Fourier transform,
and shows a good performance in the case of blurred im-
ages.

o The Intensity based Local Binary Patterns (NILBP) pro-
posed by Liu et al. (2012). Unlike LBP, NILBP compares
regional image medians rather than raw image intensities.
The descriptor is computed by comparing image medians
over a novel sampling scheme, which can capture both mi-
crostructure and macrostructure texture information.

e The Local Oriented Statistics Information Booster
(LOSIB), proposed by Garcia-Olalla et al. (2014), is also
based on LBP, but mean values are computed for the pixels
in each cell.

Recent literature on facial analysis together with our own
conclusions on gender classification, see Castrillén-Santana
etal. (2016); Castrilléon-Santana et al. (2016c), leads us to tackle
the age classification problem not by just using different de-
scriptors, but also by combining them in order to achieve a more
accurate approach. The evaluation of descriptors and ROIs is
later compared by means of a standard classification approach
based on Support Vector Machines (SVM) with RBF kernel,
see Vapnik (1995).

In our studies related to gender classification, we have con-
sidered a fusion strategy as being either at feature, matching
score, or decision level. Feature Level (FL) fusion, where fea-
tures are concatenated in a single feature vector, will likely keep
more information, but increasing the problem of dimensional-
ity, and reducing parallelization possibilities. Moreover, deci-
sion level fusion ignores the use of substantial valuable infor-
mation. These disadvantages suggest the use of Score Level
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(SL) fusion, trying to balance between speed and performance.
In this sense, and similar to Heisele et al. (2007), we adopt a
two-layered architecture. Each first layer classifier would be
trained for a specific descriptor and ROI. Each first stage SVM-
based classifier output is a score that indicates the sample’s
proximity to the border between both classes, i.e. adult/non-
adult. SL fusion is applied in the second stage where infor-
mation from different descriptors and ROIs may be combined.
Thus, the second layer fuses those scores feeding them into a
single and fast SVM classifier. In brief, SL fusion is selected
as it provides a good compromise between speed and perfor-
mance, avoiding an unnecessary increase in the feature vector
dimension. Moreover, first stage classifiers may be launched
taking advantage of parallel architectures. In addition, our own
experience suggests that this approach improves accuracy while
reducing the number of difficult cases, i.e. ambiguities as re-
cently evidenced in Castrillén-Santana et al. (2016).

In short, the local descriptor fusion proposal makes use of a
two-layered architecture. Each first layer output score indicates
the proximity to the decision boundary between both classes for
each classifier. The second stage contains a single classifier that
combines these first layer scores.

In Section 3, we compare a single descriptor and a single
pattern classification with SL fusion of patterns and descriptors
considering a 5-fold evaluation protocol.

Predictions

— Fully
Connected

Convolution Convolution

Cunvq&utiun

Pooling Pooling Pooling

Fig. 3. CNN architecture.

2.2. Convolutional Neural Networks

CNNs have reported excellent results in soft biometric re-
lated classification, see Liu et al. (2015); Levi and Hass-
ner (2015), with recent proposals of its combination with
hand crafted features particularly for gender classification as
in van de Wolfshaar et al. (2015); Mansanet et al. (2016); Cas-
trillén-Santana et al. (2016c¢).

In this work, we present results considering CNNs architec-
ture proposed by Levi and Hassner (2015) that comprises three
convolutional layers and two fully connected layers (see Fig.
3). Convolutional layers follow the Conv/ReL.U/Pool scheme.
Thus, each convolution preserves the spatial relationship be-
tween pixels by learning feature maps in a receptive field. These
receptive fields for the second and third layers are fixed at 5x5
and 3x3, and 256 and 384 feature maps, respectively. The re-
ceptive field of the first layer was selected by exploring several
configurations, as described in the experimental section below.

ReLU is an element wise operation and replaces all negative
pixel values in the feature map with zero. The purpose of ReLU
is to introduce non-linearity in our CNN, since most of the fa-
cial data we would want our CNN to learn would be non-linear.
Then, the spatial pooling reduces the dimensionality of each



feature map but retains the most important information. In the
present work, the same max pool has been used with a recep-
tive field of 3x3 and a stride of 2 pixels. Finally, the last two
layers are fully connected ones with each one a size of 512. In
these two layers, the dropout regularization technique described
by Srivastava et al. (2014) was introduced to avoid overfitting.

Fig. 4. Normalized Boys2Men HS samples from 12 to 21 years old.

3. Results

In this section, we summarize the experimental setup, first
presenting the dataset used, and then defining the global 5-fold
cross validation experiment. Finally, the results are given, con-
sidering the collection of local descriptors, their fusion and the
application of CNN.

3.1. Datasets

Before summarizing the set of experiments, we briefly
present the data collection used for our particular problem.
With the intention of building a large, challenging and more
balanced dataset, we have combined samples from different col-
lections already present in the literature. In particular we have
selected:

e Boys2Men by Castrillén-Santana et al. (2016a,b). Given
the difficulties to find in the research community a dataset
specifically designed for the adult/non-adult classification
problem, in our preliminary works, we gathered from the
web a reduced dataset, containing about 1,000 web sam-
ples, with individuals from 12 until 21 years old. Such
dataset provided us an initial benchmark to determine the
feasibility of using local descriptors for this problem, fo-
cusing on individuals in ages close to 18 years old. Sam-
ples of each age group are shown in Fig. 4.

o Adience by Eidinger et al. (2014). According to the au-
thors, this collection covers a far wider range of challeng-
ing real-world imaging conditions, comprising changes in
appearance, noise, pose, lighting and more. Flickr is the
data source, containing around 26,000 samples belonging
to more than 2,200 individuals. The age annotations con-
sidered the following non-overlapping groups: (0-2), (4-
6), (8-12), (15-20), (25-32), (38-43), (48-53) and (60-100).
They are certainly not identical to other age datasets, see
below those used by Gallagher and Chen (2009), but the
first four groups are associated with non-adults. A normal-
ized sample is shown in Fig. 5.

Table 1. Dataset statistics.
Dataset Adult | Non-adult
Adience 6,763 7,480
Boys2Men 399 579
FGNet 362 638
GenderChildren - 1,411
The Images of Groups | 23,034 5,100
AgeMega 30,558 15,208

e The Images of Groups by Gallagher and Chen (2009).
Large dataset containing more than 28,000 annotated faces
at different resolutions. The collection was built up once
more from Flickr selecting images with more than one in-
dividual. Each face is described in terms of gender and
age, considering the following age groups: (0-2), (3-7),
(8-12), (13-19), (20-36), (37-65) and (66+). For our ex-
perimental setup, the first four groups are associated with
non-adults. A normalized sample is shown in Fig. 5.

o GenderChildren by Satta et al. (2014). Created to evaluate
gender classification in children, which has been proven
to need diverse features compared to adults. This collec-
tion contains images obtained from web sites, once a face
detector, see Viola and Jones (2004), has provided a valid
detection. A normalized sample is shown in Fig. 5.

e FG-Net, see Panis et al. (2016). Dataset released with aim
at understanding the changes in facial appearance related
to age. For this purpose, the collection contains a reduced
number of identities, but encloses multiple images per in-
dividual, with precise information of his/her age in each
one. A normalized sample is shown in Fig. 5.

The final dataset includes faces with positive automatic eye
detection, see Castrillon et al. (2011). Below, we refer to the re-
sulting dataset as AgeMega. This data collection contains more
than 44,000 samples where the number of adult faces doubles
the number of non-adults. See Table 1 for the respective statis-
tics, of the individual datasets and AgeMega.

A light normalization is applied to each face using detected
eye positions. This normalization process includes a rotation,
scale and translation to obtain images similar to the one de-
picted in Fig. 6, where the inter-eye distance is 26 pixels. This
normalized pattern is referred to as Head and Shoulders (HS), as
it contains not just the face but also information of the head sil-
houette and the upper torso. Black pixels are used to fill empty
background, which is not present in the original image. See
other examples in first and last samples shown in Fig. 5.

3.2. Single descriptor and pattern

Local descriptors are typically used to represent an image on
a histogram. The representation of the facial information mak-
ing use of a single histogram reduces the original information
losing spatial location data greatly. This disadvantage may be
solved by the proposal due to Ahonen et al. (2006) that makes
use of an image grid, concatenating the respective image cell
histograms. Briefly, given a normalized pattern to extract fea-
tures, a cell grid is defined in terms of the number of horizontal



Fig. 6. Original and corresponding normalized image (159 x 155 pixels).
The normalized image fixes the eye locations to (66,62) and (92, 62), with
an inter-eye distance of 26 pixels.

and vertical cells, cx and cy respectively. The application of
a descriptor to cell i produces a histogram, h;, where each bin
indicates the number of occurrences of a particular descriptor
code. The image representation is composed of the concatena-
tion of the cx X cy histograms, defining the image feature vector
X = {h1 Lho, ..., hL.XXCy} for the particular descriptor.

Initially, we explored different grid configurations for
Boys2Men within the range | < cx <5y 1 < ¢y < 5 as re-
ported in Castrillén-Santana et al. (2016a), see an illustration
in Fig. 7. The grid exploration results, summarized in Table 2,
show the best accuracies obtained for each descriptor and pat-
tern when considering a 5-fold cross-validation experiment for
Boys2Men. The total number of descriptors, 15, and grid con-
figurations, 25, were evaluated for four ROIs: head and shoul-
ders (HS), face (F), periocular (P), and mouth areas (M), see
Fig. 2. Best single descriptor accuracies reached about 69% for
all ROIs except for M. Accuracy differences are, however, not
large among the ROIs, but there are certainly differences related
to each descriptor, and therefore those performing best for each
ROL. For F best values are given by LOSIB, LSPy and LSPy;;
for HS LBP*?; and for P lead HOG, LGP, WLD and LSP,.

These best performing descriptor configurations are also ap-
plied to AgeMega, in a 5-folds cross-validation experiment that
comprises about 45,000 samples. The results are summarized
in Table 3. A first observation suggests that higher accuracies
are achieved compared to Boys2Men. Also, leading descriptors
do not generalize. Certainly, AgeMega is a remarkably large
dataset that covers a wider age range. Indeed, the sample ages
are sparse and are not distributed close to the adult age deci-
sion boundary like in Boys2Men. Observing the best accuracies
for each ROI, F provides the highest value. In fact, computing

Table 2. 5-folds cross validation results obtained for Boys2Men considering
the four ROIs, different grid configurations and local descriptors. For each
ROI and descriptor, only the grid setup reaching the highest accuracy (%)
is shown.t Extracted from Castrillon-Santana et al. (2016a)

Descriptor . F . HS

# (grid) ‘ Acc. # (grid) ‘ Acc.

HOG 225(5%x5) | 682 180 (4 x5) | 64.7
LBP*“ 531 (3x3) | 687 | 531(3x3) | 69.7
LBP 256 (1x1) | 616 | 768(3x1) | 682
LGP 6400 (5x5) | 67.6 | 51204 x5) | 64.1
LPQ 768 (1x3) | 682 | 768(3x1) | 65.2
WLD 1280 (1 x5) | 66.7 | 768 (1x3) | 63.6
LOSIB 160 (4 x5) | 69.2 128 (4 x4) | 59.6
NILBP 885(3x%x5) | 67.2 | 835(3x5) | 66.7
LSPy 684 (4%x3) | 69.2 | 684(3x4) | 67.7

LSP, 684 (4x3) | 682 | 855(3x5) | 64.7

LSP, 855(3x5) | 652 | 684(3x4) | 652
LSPy, 570 (1 x5) | 69.2 | 1026 (3x3) | 65.7
LSPy1» 855(3x5) | 66.2 | 518(3x1) | 652
LTPig 512(2x1) | 63.1 | 768 (1x3) | 63.6
LTP,,, 512(1x2) | 636 | 768(3x1) | 63.2

P M
# (grid) \ Acc. # (grid) \ Acc.

HOG 180 (5x4) | 69.7 | 225(5%x5) | 62.6

LBP*? 885(5%x3) | 67.7 | 590(5x2) | 66.7

LBP 1536 3x2) | 64.1
LGP 5120 (5 x4) | 69.2
LPQ 512(2x1) | 66.2

768 3x 1) | 65.6
3072 (4 x 3) | 63.1
512(1x2) | 657

WLD 1536 (2 x3) | 69.7 | 1536 3x2) | 682
LOSIB 120 3x5) | 67.7 | 160(@x5) | 61.1
NILBP | 708 (4x3) | 67.7 | 590(2x5) | 68.7

LSP, S513(3x3) | 672 | 228(2x2) | 672

LSP, 855(5x3) | 657 | 456 (4x2) | 64.7

LSP, 855(5%3) | 69.2 | 456 (4x2) | 63.7
LSPy, 456 (2x2) | 687 | 228(2x 1) | 67.7
LSPy» | 1026 2x3) | 662 | 342(1x2) | 652
LTP,. | 3072 (3x4) | 68.7 | 1024 (1x4) | 64.6
LTP,, | 1024 (1x4) | 662 | 1280 (1 x5) | 63.6




Table 3. 5-folds cross validation results obtained for AgeMega dataset con-

Table 4. Summary of score fusion level results (%) combining descriptors

sidering the four ROIs, different grid configurations and local descriptors. and/or ROIs for AgeMega.
In addition to the accuracy (%), we provide in brackets the average sample Pattern Acc. Descriptors
proce.:ssing time in.milliseconds using a Matlab implementation in a quad 86.91 HOG + LPQ + NILBP
conie) ;Z 2.40 Ghz w11§h 16GB RAMHS ‘ P ‘ M 86.86 LPQ + NILBP + LSP,
F 86.81 LPQ + NILBP + LSP,
HOG 84.79 (8) 79.10 (9) 82.32 (8) 82.29 (9) 86.80 LPQ + NILBP + LSP),
LBPZ | 83.61 31) | 80.84(34) | 8L.I18(57) | 80.47(55) 2679 HOG + LPQ + LSP,
LBP 74.61 (20) 75.16 (66) | 79.13(78) | 77.90 (52) 83.49 LPQ + NILBP + LSP,,
LGP | 83.21(191) | 78.68 (178) | 79.07 (146) | 77.75 (105) 83.38 NILBP + LSP, + LSP,,
LPQ | 85.16(45) | 79.26(52) | 82.11 (34) | 80.64 (46) HS 3334 NILBP + LSP, + LSPy,
WLD | 82.70 (316) | 76.22 (322) | 82.50 (111) | 80.56 (146) 83.33 LPQ + LSP;, + LSPy,
LOSIB 80.99 (7) 75.92 (7) 78.34 (6) 77.76 (7) 83.31 LPQ + LSP, + LSPy,
NILBP | 84.62 (54) 81.83 (63) 80.80 (44) 79.84 (46) 84.05 HOG + LPQ + WLD
LSPy, | 83.20(111) | 80.02 (129) | 79.13(44) | 77.58 (39) 84.20 LPQ + WLD + LSPy,
LSP, 83.62 (100) | 81.15(119) | 81.50 (54) 80.23 (48) P 84.14 LPQ + WLD + LSP,
LSP, | 82.75(113) | 78.97 (122) | 79.29 (52) | 77.15 (47) 84.07 LBP + LSPyy; + LTP,,
LSPy; | 82.65(106) | 82.37 (144) | 80.37(42) | 78.46(38) 84.06 LPQ + WLD + LSP,
LSPy;» | 83.93 (121) | 76.73 (119) | 82.88 (74) | 79.38 (44) 83.50 HOG + LSP; + LSPy;,
LTP,. | 79.50 37) | 77.88(59) | 82.08 (125) | 79.16 (71) 83.49 HOG + NILBP + LSP,
LTP,, | 80.88(35) 76.58 (61) | 78.60 (48) | 79.34 (87) M 83.38 HOG + LSP; + LSP,
83.37 HOG + LPQ + LSP,
83.37 HOG + NILBP + LSPy,,
HOG on the facial pattern, Fyog reports an accuracy over 84%. 86.87 Frpo + HS1po + Prog + Misp,
This is a considerably larger value compared to those achieved 86.83 | Frpo + HSyigp + Prog+ Misp,
for Boys2Men, while covering in the experiment a significantly F+HS+P+M | 86.81 | Frpp + HSnrigp + Pwip + Misp,
larger population (45,000 vs. 1,000) and acquisition variability. 86.80 | Frpo +HSrpo + + Pwip + Misp,
The differences across descriptors for each pattern are within 86.79 | Fwupr + HSispy, + Proc + Misp,

the range 0-5%. These results suggest that some of them may
be extracting quite similar information, but some differences
are evident. Each descriptor’s behavior is affected by the pat-
tern analyzed. The significant differences in processing time
should certainly be considered for the selection of descriptors
to be applied.

3.3. Fusion

After obtaining the accuracies for single descriptor and ROI,
summarized in the previous subsection, we have evaluated the
performance when fusing their scores. SL fusion is adopted
due to the reduced feature vector dimension compared to FL
fusion, and the additional advantage of offering the possibility
of parallel computation. The latter is of particular interest when
a real-time scenario is considered. The image processing dis-
tributed approach has already proven to be reliable for different
purposes, see Cattaneo et al. (2014); Liu et al. (2017).

A first exploration is made fusing descriptors for a single
ROI, their respective results are presented in the upper part of
Table 4. Observing the high cost of evaluating any possible
combination, i.e. 29 per ROI, the maximum number of de-
scriptors to be combined has been limited to three. For each
pattern or ROI, we summarize the top-5.

The facial area, F, is the ROI reporting the best rates. Indeed,
the SL fusion of three descriptors for F reaches values close to
87%, suggesting it would be interesting to make use of comple-
mentary information contained by different descriptors.

Another evaluated possibility is the fusion of descriptors ex-
tracted from different ROIs. Certainly, the exploration space is
significantly larger. In this sense, we have just explored com-
bining up to two descriptors per ROI. As the increase in accu-

racy when using more than one has been rather quite insignif-
icant, while requiring higher processing costs, only the top-5
combinations using up to one descriptor per ROI are presented
in the lower part of Table 4. The reported results reached an ac-
curacy over 86.87%. This mean value was obtained computing
LGP for F, HOG for HS, LPQ for P and NILBP for M. These
results are again significantly higher than those achieved for
Boys2Men. However, they are practically identical to the rate
achieved using three descriptors computed on F. A closer look
at their respective Receiver Operating Characteristic (ROC)
curves, see Fig. 8, suggests again quite similar performances
for both leading approaches based on SL fusion of local de-
scriptors. However, the fusion of more than one descriptor per
ROI does not provide much improvement in the classification
rate, and it is therefore not included.
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Table 5. Accuracy (%) per fold and mean (%) using CNN. The average
sample processing time using Caffee model running in a NVIDIA GTX
960 with 4GB RAM is 37 msecs.

Mean | fold I | fold2 | fold3 | fold 4 | fold 5

87.05 | 88.18 | 8834 | 88.43 | 87.43 | 87.39

3.4. CNNs

The second adopted focus investigates the use of CNNs. As
mentioned in Section 2.2, the configuration of the first convolu-
tional layer was selected using two different sizes for the recep-
tive field: 5 x 5 and 7 X 7. Also, we analyzed the performance
of two different numbers of features (96 and 128), and three
different strides: 5, 3 and 2 pixels. Among the different config-
urations, the results shown in Table 5 were obtained using 96
features computed with a receptive field of 5 X 5 and a stride
of 2 pixels for the first convolutional layer. Given this setup the
output of each level is described as follows:

o Input layer: Three channel images of 232 X 232 pixels that
correspond to the HS ROI.

e First Conv/RelU/Pool layer: 96 features maps of 57 x 57
pixels.

e Second Conv/RelU/Pool layer: 256 features maps of 28 x
28 pixels.

e Second Conv/RelU/Pool layer: 384 features maps of 14 x
14 pixels.

o First fully connected layer: 512 features.
e Second fully connected layer: 512 features.
e Output layer: 2 classes.

The resulting rates, see Table 5, indicate an homogeneous ac-
curacy for the five folds, with a limited overall increase reaching
almost 88%. This slight improvement, compared to SL fusion
of local descriptors, is also confirmed by observing the corre-
sponding ROC curve, see Fig. 8.

3.5. Discussion

The previous subsections have shown that the facial area and
its local context provide useful information for the problem of
adult/non-adult classification.

A first focus computed local descriptors, extracting features
from different ROIs, reaching promising adult/non-adult classi-
fication rates.

A second focus adopted the use of CNNs for this purpose.
Feeding in HS images, classification rates achieved reported a
slight improvement reducing the system designer workload de-
voted to local descriptor selection and setup, requiring, how-
ever, specific hardware.

As a final test, we were interested in evaluating the fusion of
both focuses, similar to recently published results that combine
local descriptors and CNNs, see van de Wolfshaar et al. (2015);
Mansanet et al. (2016); Castrilléon-Santana et al. (2016¢). To
do this, we have included CNN outputs, in terms of likelihood
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Fig. 8. ROCs.

Table 6. Accuracy (%) per fold and mean (%) using SL fusion of local
descriptor scores and CNN outputs.

Mean | fold 1 | fold2 | fold 3 | fold 4 | fold 5
93,06 | 9320 | 92.96 | 93.83 | 92.74 | 92.58

scores, as an additional input in the second level SL fusion ar-
chitecture, together with those descriptors that reported the best
classification rates for F, i.e. Fyog, Frpo, and Fyjzgp. The re-
ported accuracies per fold and mean, see Table 6, comfortably
beat any previous approach, reaching a mean value of over 93%.
This overall rate improvement is also clearly visible in its ROC
curve, see Fig. 8.

The proposed local descriptors and CNN outputs SL fusion
approach certainly involves higher computational cost, how-
ever, a system designer may decide which elements to integrate
according to the application needs, as hardware requirements
and average sample processing times are known. In any case,
the CNN-based reported error was over 12%, hough it was re-
duced to less than 7% after combining with local descriptors. A
remarkable error reduction.

The resulting confusion matrix, see Fig. 9, suggests quite a
balanced distribution of errors, but certainly the percentage of
uncorrected classified samples is slightly larger for non-adults
taking into account the total number of class samples. It can be
observed that the number of non-adult faces in the training sam-
ple is halved for this class. This unbalanced nature of the dataset
can bias performance measures such as accuracy, F-measure or
ROC. In this sense, we also provide the set of measures based

Table 7. Performance measures for unbalanced datasets.
Measure Value

Younden’s Index (y) 0.84
Positive Likelihoood (p,) | 8.55
Negative Likelihoood (o-) | 0.05
Discriminative Power (DP) | 2.80




Confusion Matrix

adult 5752 325 94.7%

64.3% 3.6% 5.3%

% non-adult 264 2591 90.1%

2 3.2% 28.9% 9.9%
3

95.3% 88.9% 93.2%

4.7% 11.1% 6.8%

adult non-adult

Target Class

Fig. 9. Confusion matrix obtained for fold 1 using SL fusion of local de-
scriptors and CNN outputs.

on specificity and sensitivity for unbalanced problems proposed
in (Sokolova et al., 2006). Table 7 presents Younden’s index,
likelihood and Discriminative Power of the proposed adult/non-
adult classifier. The high value for Younden’s index means that
the proposal is good at avoiding failures. This fact together
with the value for Discriminative Power, close to 3, confirms
that the proposed method exhibits good performance. Finally,
both high positive and low negative likelihood values indicate
no unbalanced performance on positive or negative samples.

A final comment on the criminal scenario considered, is the
possibility that the given images might be manipulated, affect-
ing the system’s performance. In our proposal, we have not ad-
dressed this issue, but image forgery detection should be taken
into account in a real-life scenario Farid (2009); Qazi et al.
(2013).

4. Conclusions

This study has tackled the adult/non-adult classification from
facial cues. The aim is to assist police forces in the automatic
detection of CAM, in order to speed up the process of CAM
localization.

To do this, we have evaluated the existing age literature
datasets, arguing that they are not well suited for our purpose.
In this sense, we have combined a collection of datasets in order
to create a larger dataset of unrestricted images.

After defining the experimental setup, the evaluation has first
covered a wide range of local descriptors and ROISs to later eval-
uate their SL fusion. The best rates achieved an accuracy close
to 87%. A second focus based on CNNs was also analyzed, ex-
ploring a range of configurations reaching accuracy values over
88%. Thus, both approaches reported a classification error of
about 12-13%.

This error is significantly reduced to less than 7% when local
descriptor scores and CNNs outputs are all combined consider-
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ing SL fusion. The reported accuracy, over 93%, confirms our
previous evidence obtained for face based gender classification,
where local descriptors and CNNs provide complementary in-
formation, which may certainly be used to boost classification
performance in automatic facial analysis.
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