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Abstract

Perspective and optical (lens) distortions are aberrations of very different nature that can simultaneously affect an
image. Perspective distortion is caused by the position of the camera, especially when it is too close to the scene.
Optical distortion is a lens aberration which causes straight lines in the scene to be projected onto the image as
distorted lines. Standard methods to correct perspective distortion are based on the estimation of the vanishing points,
which can fail if lens distortion is significant. In this paper, we introduce a new method which addresses both problems
in a single framework. First we estimate a lens distortion model by extracting a collection of distorted lines in the
image. These distorted lines are afterward rectified by means of the lens distortion model and used to estimate the
vanishing points. Finally, the vanishing points are used to correct the perspective distortion. We present a variety of
experiments to show the reliability of the proposed method.
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1. Introduction1

Lens distortion is an optical aberration which causes
straight lines in the scene to be projected onto the im-
age as distorted lines. Most commercial lenses suffer,
to some extent, from lens distortion aberration and, in
the case of wide-angle lenses, the distortion can be very
significant. Lens distortion is usually modeled by the
radial transformation Dxc,yc,L : Ω→ R2, given by

Dxc,yc,L(x, y) =

(
x̂
ŷ

)
=

(
xc

yc

)
+ L(r)

(
x − xc

y − yc

)
, (1)

where (xc, yc) represents the center of distortion, (x, y) is2

a point in the image domain Ω, (x̂, ŷ) is the transformed3

(distortion-free) point, r = ‖(x, y) − (xc, yc)‖, and L(r)4

represents the transformation produced by the distor-5

tion model. Two types of radial lens distortion models6

are the most frequently applied in computer vision due7

to their excellent trade-off between accuracy and easy8
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calculation: the polynomial model [1] and the division9

model [2]. The polynomial model is formulated as10

L(r) = 1 + k1r2 + k2r4 + .. + knr2n, (2)

whereas the division model can be expressed as11

L(r) =
1

1 + k1r2 + k2r4 + .. + knr2n . (3)

In this paper, we use two-parameter (k1, k2) models,12

due to their simplicity and accuracy. In previous works13

(see [3] and [4]), we have introduced a method to esti-14

mate two-parameter models which is able to cope with15

a high distortion level. The method is based on the esti-16

mation of distorted lines in the image and its outcomes17

are:18

1. A collection of distorted lines {lk}k=1,...,Nlines de-19

tected in the image.20

2. For each distorted line lk, a collection of edge21

points {(xk, j, yk, j)} j=1,...,Nk belonging to the distorted22

line.23

3. A two-parameter distortion model u =24

(xc, yc, k1, k2) computed by means of line rec-25

tification.26
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These outcomes will be used in the method proposed in27

this paper.28

Perspective distortion is caused by the position of29

the camera with respect to the objects of interest in the30

scene, especially when the objects are very close to the31

camera. For instance, it appears quite often in architec-32

tural environments when we take pictures of buildings.33

Perspective distortion causes parallel lines in the scene34

to be projected onto the picture plane as non-parallel35

lines converging on a vanishing point. Standard meth-36

ods to correct perspective distortion are based on the es-37

timation of the vanishing points. The approach we use38

in this paper to correct perspective distortion consists in39

rectifying the image by applying a homography which40

restores the parallelism of the lines. In this paper, we41

propose to use the lines obtained in the estimation of the42

lens distortion model to compute the vanishing points43

by means of a voting procedure. Once the vanishing44

points have been estimated, a homography is computed45

to correct the perspective distortion. Figure 1 illustrates46

the different steps of the proposed method.47

Summary of the contributions of the paper48

1. A method to correct the lens and perspective dis-49

tortions in a single framework.50

2. An algorithm for the estimation of the vanishing51

points based on the estimation of a relatively small52

number of long lines in the image.53

3. A homography estimation to perform image recti-54

fication based on a camera motion simulation.55

4. An (online) demonstration (www.ctim.es/56

demo110) using IPOL facilities (www.ipol.im)57

where the user can test the proposed technique.58

The rest of the paper is organized as follows: In sec-59

tion 2, we present some related works. In section 3, the60

proposed method is described. Section 4 presents some61

experiments in a variety of real images. Finally, in sec-62

tion 5, we present some conclusions.63

2. Related works64

Radial distortion models are commonly used in the65

literature to model lens distortion aberrations. In the66

seminal paper [1], the author introduces the general67

shape of polynomial lens distortion models. Division68

models were initially proposed in [5], but have received69

special attention after the work presented in [6], where70

the author proposes to use one-parameter division mod-71

els in the context of fundamental matrix estimation.72

The main advantage of the division models is the re-73

quirement of fewer terms than the polynomial models74

to cope with images showing severe distortion. There-75

fore, division models seem to be more suitable for wide-76

angle lenses (see a recent review on distortion models77

for wide-angle lenses in [7]). In [8], the authors pro-78

pose a distortion model based on rational functions. In79

[9] and [10], a detailed analysis of high-order models80

is presented, including polynomial and division mod-81

els. Moreover, in the case of real images, the authors82

evaluate the accuracy of lens distortion models using83

the SIFT method to extract and match points in an im-84

age of a highly textured pattern. Lens distortion aberra-85

tion is also a main issue in camera calibration. For in-86

stance, [11] presents a study about the influence of the87

radial distortion in the estimation of the camera intrinsic88

parameters, and in [12] the authors introduce some al-89

gebraic methods for the simultaneous estimation of the90

lens distortion model and either the essential matrix or91

the fundamental matrix. In [13], the authors study the92

uncertainty in the estimates of the DLT-Lines camera93

calibration process with and without considering lens94

distortion models.95

Most of the methods to estimate lens distortion mod-96

els are based on line rectification. This approach is used,97

for instance, in [14], [15], [16] and [17]. In the seminal98

paper [18], the authors present a detailed study about99

the geometry, constraints and algorithmic implementa-100

tion of the metric rectification of planes. They provide101

different ways to estimate a rectification homography H102

depending on the available information. In particular,103

they show that, in order to fully determine H, we need104

to know the vanishing lines l∞ and two additional inde-105

pendent pieces of information, such as a known angle106

between lines or a known length ratio. If only the lo-107

cations of two vanishing points are available, H is not108

determined in a unique way, and different approaches109

have been proposed in the literature to fix H. In [19],110

the authors study the problem of homography estima-111

tion when the images show a significant amount of lens112

distortion. In [20], an algorithm for automatic tilt cor-113

rection based on a rotation about the principle axis of114

the camera is proposed and in [22], the authors present115

an algorithm for upright adjustment using segment de-116

tectors.117

Regarding perspective correction, most methods re-118

quire the computation of vanishing points. Segment de-119

tection is one of the basic tools to estimate vanishing120

points. In [23, 24] some segment detection methods are121

proposed. In [25] the authors use line segment detection122

to estimate vanishing points. In [26], a robust method to123

estimate vanishing points based on the Helmholtz prin-124

ciple is used, producing a low number of false alarms.125

In [27] and [28], a method based on an algorithm for126
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point alignment detection and PClines dual spaces is127

proposed. In [29], the authors propose a method to de-128

tect the three mutually orthogonal directions in an ar-129

chitectural environment. A technique for the estima-130

tion of vanishing points based on some specific distri-131

butions of parallel lines is presented in [30]. In [31],132

the vanishing points are estimated with a method based133

on expectation-maximization in the projective space. In134

[32], a likelihood function that characterizes the plausi-135

bility of a point as vanishing point is introduced. In [33],136

vanishing points are computed by means of a RANSAC137

algorithm based on local segment detectors. In [34],138

the authors use perspective correction to perform fea-139

ture matching in the context of aerial images.140

In [21], the authors propose a method for automatic141

perspective correction based on Harris edge estimation.142

They estimate 2 vanishing points pi = (xi, yi, zi), i =143

0, 1 and they use the following algebraic approach to144

compute the rectification homography Hα145

Hα =

 cosα − sinα 0
sinα cosα 0

0 0 1


 1 0 0

0 1 0
la lb lc

 (4)

where (la, lb, lc) = p1×p2.We can easily show that, with146

this definition of Hα and for any α, Hαpi ∈ ~l∞ for i =147

0, 1 (that is
(
Hαpi

)
z

= 0). Finally α is fixed in such a way148

that Hαpi is parallel to (0, 1, 0)T for the vanishing point149

H0 pi that is closest (in an angular sense) to (0, 1, 0)T .150

That is, α is fixed to obtain a vertical alignment of the151

image.152

3. Proposed method153

The method proposed in this paper can be divided154

into the following steps:155

Scheme of the proposed method156

1. The method proposed in [3] is applied to obtain the157

distorted lines {lk}k=1,...,Nlines , their associated points158

{(xk, j, yk, j)} j=1,...,Nk , and the lens distortion model159

given by the vector u = (xc, yc, k1, k2). Once the160

lens distortion model has been estimated, the dis-161

tortion can be corrected using the transformation162

Dxc,yc,L : Ω→ R2 defined by equation (1).163

2. Using the lines and the distortion model obtained164

in the previous step, the vanishing points are com-165

puted as the intersections of some of the distortion-166

free lines that have been obtained after correcting167

the distortion.168

3. Using the estimated vanishing points, a rectifica-169

tion homography H is fixed by means of a cam-170

era projection equation. In order to simplify the171

problem, we consider 2 potential scenarios: (i) the172

homography is estimated using 2 vanishing points173

corresponding to 2 orthogonal directions in the174

scene, or (ii) the homography is estimated using175

a single vanishing point.176

4. The perspective and lens distortions are simulta-177

neously corrected by applying the transformation178

H ◦ Dxc,yc,L : Ω→ R2 to the image.179

Figure 1 illustrates the different steps of the pro-180

posed method: in 1(a) we present an input image show-181

ing strong lens and perspective distortions. In 1(b) we182

show the collection of distorted lines obtained using the183

method in [3]. In 1(c) we show the lines that are asso-184

ciated to each vanishing point that has been obtained,185

and finally, in 1(d), we show the result of the correction186

of lens and perspective distortions using the transforma-187

tion H ◦ Dxc,yc,L : Ω→ R2.188

(a) (b)

(c) (d)

Figure 1: (a) Input image showing significant lens and perspective
distortions. (b) Collection of distorted lines obtained using the method
in [3]. (c) Lines associated to each vanishing point obtained by the
estimation algorithm. (d) Result of the lens and perspective distortion
correction using the transformation H ◦ Dxc ,yc ,L : Ω→ R2.

Next we will explain the different steps of the pro-189

posed method in more detail.190

3.1. Estimation of the distorted lines and the lens dis-191

tortion model192

In this stage, we use the method proposed in [3],
where we introduced a technique for the automatic es-
timation of two-parameter radial distortion models con-
sidering polynomial as well as division models. The
method first detects the edge points using the Canny
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edge detector. Afterward, the Hough transform enriched
with a radial distortion parameter is applied to the edge
points in order to extract the collection {lk}k=1,...,Nlines ,
which contains the longest distorted lines within the im-
age and their associated edge points {(xk, j, yk, j)} j=1,...,Nk .
From these lines, the first distortion parameter is es-
timated. The second distortion parameter is then ini-
tialized to zero, and the two-parameter model is em-
bedded into an iterative nonlinear optimization process.
This process aims at improving the estimation by min-
imizing a line rectification error. In order to measure
the error associated to a model, we first need to de-
termine the undistorted line corresponding to each dis-
torted line. Afterward, we measure how far the undis-
torted edge points are from the corresponding undis-
torted line. Given a lens distortion model determined by
the parameter vector u, the undistorted line correspond-
ing to each distorted line lk is defined by minimizing the
following distance error:

(αu
k , d

u
k ) = arg min

α,d

Nk∑
j=1

(
cos(α)x̂u

k j + sin(α)ŷu
k j + d

)2
,

(5)
where (x̂u

k j, ŷ
u
k j) is obtained by the application of the193

lens distortion model given by u to the point (xk, j, yk, j).194

(αu
k , d

u
k ) represents the orientation and distance to (0, 0)195

for the straight line that minimizes the square distance196

from the corrected edge points to such line. This well-197

known minimization problem has a simple close-form198

solution (see for instance [35] for more details).199

The line rectification error associated to a lens distor-200

tion model, given by the parameter vector u, is defined201

by considering the collection of lines and their associ-202

ated points in the following way:203

E(u) =

Nlines∑
k=1

Nk∑
j=1

(
cos(αu

k )x̂u
k j + sin(αu

k )ŷu
k j + du

k

)2

∑Nlines
k=1 Nk

. (6)

Then u is obtained by minimizing (6).204

This optimization tries to reduce the distance from the205

edge points to the lines by adjusting two distortion pa-206

rameters as well as the coordinates of the center of dis-207

tortion. The optimization is performed using a Newton-208

Raphson-like algorithm including a damping parame-209

ter. If the estimation of the model is improved, some210

points which were not initially associated to a line could211

now match the line equation. For this reason, when a212

new lens distortion model is computed from the cur-213

rent primitives (the distorted lines with their associated214

points), the primitives are reestimated using the new dis-215

tortion model in order to increase the number of points216

associated to them (the larger the number of line points,217

the more accurate the estimation of the lens distortion218

model). An important advantage of this method is that219

it can deal with high distortion levels. In Fig. 2, we220

summarize the different stages of the method.221

Figure 2: Flowchart of the distortion correction process. Primitives
are given by the collection of detected distorted lines and their cor-
responding associated points. The algorithm aims at maximizing the
total number of points associated to the collection of detected lines.

3.2. Estimation of the vanishing points222

Let L = {lk}k=1,..,Nlines be the collection of lines ob-
tained in the first step. The equation of each line is cal-
culated after the correction of the lens distortion using
equation (5) and can be expressed as

ak x + bky + ck = 0 with a2
k + b2

k = 1.

Furthermore, a collection of Nk edge points, used to223

obtain each line lk, has been associated to the line.224
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We point out that, in this step, any technique for the225

estimation of vanishing points could be applied. Most226

of these techniques are based on local edge segment es-227

timation, so that a large number of small segments are228

usually considered. However, we decided to design a229

new algorithm for the estimation of vanishing points230

that takes advantage of the structure of the collection of231

lines {lk}. Indeed, {lk} consists of a relatively small num-232

ber of long lines, and each line includes a large number233

of edge points. To detect the most significant vanish-234

ing point, we propose a voting procedure, in which the235

intersection of any pair of lines in the collection {lk} is236

considered as a candidate vanishing point. Obviously,237

we can implement this approach because we deal with238

a small number of long lines. If we dealt with a large239

number of small segments, it would be unfeasible to240

consider the intersection of any pair of segments as a241

candidate vanishing point. In such case, a RANSAC al-242

gorithm could be used to estimate potential candidates.243

However, we prefer to perform an exhaustive explo-244

ration of all potential candidates because we deal with a245

relatively small number of lines.246

Given 2 lines lk and lm, their intersection in projec-
tive coordinates can be computed as the point pk,m =

(pk,m
x , pk,m

y , pk,m
z ) given by

pk,m = (bkcm − bmck, amck − akcm, akbm − ambk).

As we work in projective coordinates, we normalize
pk,m in such a way that ‖ pk,m ‖2= 1. A voting strategy is
implemented as follows: for each point pk,m, we define
the following subset Lk,m of the line collection L

Lk,m = {ln ∈ L : distance(ln, pk,m) < T, n ∈ {1, ..,Nlines}},
(7)

where T is a threshold for the distance from the candi-
date vanishing point to the line. In projective coordi-
nates, the distance from a line to a point in the infinity
(pk,m

z = 0) is not well defined. To avoid this problem,
we define the distance(ln, pk,m) in the following way:

distance(ln, pk,m) =

∣∣∣an pk,m
x + bn pk,m

y + cn pk,m
z

∣∣∣∣∣∣pk,m
z

∣∣∣ + ε
, (8)

where ε > 0 is introduced to avoid the division by 0
when pk,m

z = 0. If pk,m
z , 0, the above expression can be

transformed into

distance(ln, pk,m) =

∣∣∣∣∣an
pk,m

x

pk,m
z

+ bn
pk,m

y

pk,m
z

+ cn

∣∣∣∣∣
1 + ε∣∣∣pk,m

z

∣∣∣ , (9)

where the numerator represents the usual Euclidean dis-
tance from the point to the line. Therefore, expression

(9) tends to the usual Euclidean distance when ε → 0+.
Next, the following score is defined for each point pk,m:

S core(pk,m) =
∑

n∈Lk,m

ln(Nn)
1 + distance(ln, pk,m)

. (10)

This measure is designed in such a way that the con-247

tribution of each line depends on the distance from the248

line to the point, as well as on the number of points as-249

sociated to the line (the larger the line, the higher its250

influence on the score). The influence of the number251

of points Nn associated to a line is included in expres-252

sion (10) by using the term ln(Nn). Of course, we could253

use many types of expressions to include such influence,254

but we decided to use ln(Nn) because, given the profile255

of function ln(.), it avoids causing an extremely strong256

effect of Nn on the evaluation of expression (10).257

Once the scores S core(pk,m) have been estimated, the
two most significant vanishing points in the image are
defined as follows:

p0 = arg max
k,m

S core(k,m)

p1 = arg max
k,m:|(pk,m,p0)|<0.95

S core(k,m)

where (pk,m, p0) is the dot product of pk,m and p0. Since258

the vectors are normalized, (pk,m, p0) represents the co-259

sine of the angle between both vectors. The condition260

|(pk,m, p0)| < 0.95 is introduced to avoid selecting p1 too261

close to p0.262

After the estimation of the vanishing points p0 and
p1, we recompute their coordinates taking into account
all the lines that voted for these points in the voting pro-
cedure. We use an algebraic approach to recompute pi.
First we notice that

(anx + bny + cnz)2 = (x, y, z)

 a2
n anbn ancn

anbn b2
n bncn

ancn bncn c2
n


 x

y
z

 .
Therefore, we propose to recompute pi as the eigen-

vector associated to the lowest eigenvalue of the matrix

∑
n∈Lki ,mi

ln(Nn)

 a2
n anbn ancn

anbn b2
n bncn

ancn bncn c2
n

 , (11)

where the influence of each line is weighted according263

to the number of associated points using ln(Nn).264

3.3. Homography estimation from the vanishing points265

First we consider the case in which H is computed266

from 2 vanishing points pi = (xi, yi, zi), i = 0, 1, corre-267

sponding to 2 orthogonal directions in the scene. It is268
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known (see for instance [18]) that the information pro-269

vided by 2 vanishing points is not enough to fully deter-270

mine the homography H. Therefore, we introduce some271

plausible simplifications to compute H. Let (xc, yc) be272

the center of the image. We build a homography H sat-273

isfying274 
H(0, 0, 1) = sc(xc, yc, 1)T

H(1, 0, 0) = s0(x0, y0, z0)T

H(0, 1, 0) = s1(x1, y1, z1)T
,

where sc, s0, s1 , 0. This means that the reference sys-
tem given by the center of the image and the vanishing
points is transformed into the usual canonical reference
system. Moreover, we will assume that the homogra-
phy H corresponds to a plane-to-plane transformation
obtained by a camera projection equation. We assume
that the reference plane in 3D is the plane Z = 0. There-
fore, for any point (X,Y, 0, 1) on the reference plane, the
general camera projection equation can be expressed as x

y
z

 =


1 γ xc

0 1 yc

0 0 1
f


 R00 R01 tx

R10 R11 ty
R20 R21 tz


 X

Y
1

 ,
where the camera intrinsic and extrinsic parameters are
used. For the sake of simplicity, we assume that the
pixel aspect ratio of the camera CCD is equal to 1
(square pixels). We observe that

1 γ xc

0 1 yc

0 0 1
f

 =


1 0 0
0 1 0
0 0 1

f


 1 γ xc

0 1 yc

0 0 1

 R00 R01 tx

R10 R11 ty
R20 R21 tz

= tz


R00 R01

tx
tz

R10 R11
ty
tz

R20 R21 1




1
tz

0 0
0 1

tz
0

0 0 1

 .
Therefore, f is an isotropic scaling factor in the im-

age plane and 1/tz is an isotropic scaling factor in the
reference plane. We fix both scaling factors to 1, that is,
f = 1 and tz = 1, in order to keep the same scaling fac-
tors for the reference systems in both planes. That is to
say, we do not want the homography to introduce any ar-
tificial isotropic scaling factors. Consequently, the gen-
eral form of the homography we deal with is

H =

 1 γ xc

0 1 yc

0 0 1


 R00 R01 tx

R10 R11 ty
R20 R21 1

 .
Next we observe that, if H(0, 0, 1) = sc(xc, yc, 1)T ,

then

H

 0
0
1

 =

 tx + γty + xctz
ty + yctz

tz

 = sc

 xc

yc

1

 ,

and, consequently, tx = ty = 0. Moreover, if H(1, 0, 0) =

s0(x0, y0, z0)T and H(0, 1, 0) = s1(x1, y1, z1)T , then R00
R10
R20

 = s0

 x0 − γy0 − z0 (xc − γyc)
y0 − z0yc

z0

 R01
R11
R21

 = s1

 x1 − γy1 − z1 (xc − γyc)
y1 − z1yc

z1

 .
On the other hand, as R is an orthogonal matrix, then x0−γy0−z0 (xc−γyc)

y0−z0yc

z0


Tx1−γy1−z1 (xc−γyc)

y1 − z1yc

z1

= 0.

This equation yields a two-degree polynomial in γ275

and, therefore, γ can be estimated as the lowest real root276

of such polynomial. Once γ is estimated, the homogra-277

phy H is fully determined.278

The second option we considered consists in comput-279

ing the homography from a single vanishing point p0. In280

this case, in order to apply the above procedure to esti-281

mate the homography H, we compute p1 from p0 and282

(xc, yc) as p1 = (−(p0
y − p0

z yc), p0
x − p0

z xc, 0). In this way,283

p1 is a point in the infinity and its orientation is orthog-284

onal to the vector from (xc, yc) to p0. This assumption is285

valid if, for instance, the camera motion is just a rotation286

about the vertical or horizontal directions. Of course,287

this is a strong simplification and there are many other288

options to define H from a single vanishing point. The289

results will be accurate only if the camera motion fol-290

lows approximately this assumption.291

3.4. Perspective and lens distortion correction292

The perspective and lens distortions are simultane-293

ously corrected by applying the transformation H ◦294

Dxc,yc,L : Ω → R2. In practice, for each pixel x of the295

output image, we obtain the corresponding one in the296

original image by computing D−1
xc,yc,L

◦ H−1(x), and then297

determine the color of x by bilinear interpolation in the298

original image.299

4. Experimental results300

In Fig. 3, we illustrate the different options we have301

for the correction of the images: (i) correction of lens302

distortion without perspective correction, (ii) correction303

of lens and perspective distortions using a single van-304

ishing point, and (iii) correction of lens and perspective305

distortions using two vanishing points.306
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The computational cost of the different steps to pro-307

cess this image (image size: 1072 × 712 pixels, de-308

tected lines: 78, detected number of points associated309

to the lines: 9278) on an Intel Core i7@2.67GHz with310

the Ubuntu 14.04 LTS operative system is:311

• Estimation of the distorted lines and the lens dis-312

tortion model (subsection 3.1): 5.692043 s.313

• Estimation of the vanishing points (subsection314

3.2): 0.008028568 s.315

• Homography estimation (subsection 3.3):316

0.0036781s317

• Correction of perspective and lens distortions (sub-318

section 3.4): 0.2639092 s.319

Therefore, the global computational cost is around 6320

seconds and most of the time is devoted to the estima-321

tion of the distorted lines and the lens distortion model.322

For the other images used in the experiments of this sec-323

tion, the computational cost is similar. We point out that324

we do not focus on computational cost optimization in325

this work and there are several options for the improve-326

ment of this aspect.327

In Fig. 4 and 5, we show some experiments in a vari-328

ety of real images using lens and perspective distortion329

correction with two vanishing points. In Fig. 4, we fo-330

cus on architectural environments, and we present the331

results obtained by the proposed method for different332

pictures of buildings showing a significant optical (lens)333

and perspective distortion. We observe that the pro-334

posed method performs well in these images and is able335

to cope with images showing a high optical distortion.336

In Fig. 5, we present some experiments on pictures of337

a calibration pattern showing high perspective and opti-338

cal distortions, a picture of a sport court, and a painting.339

The picture of the sport court has been acquired with a340

GoPro R© Hero3 camera, whereas the rest of the pictures341

used in the experiments have been taken with a Tok-342

ina DX 11-16mm lens mounted in a D90 Nikon camera343

using different settings of the lens focal length, which344

provides a variety of lens distortion aberrations.345

We point out that, when the estimated distorted lines346

lie on a plane in the 3D scene, the homography H trans-347

forms such 3D plane into the image plane. Conse-348

quently, our method is expected to work properly for349

points lying on such plane. However, some additional350

perspective distortion is expected when we apply our351

method to points which are far from such plane. We can352

observe this behavior in some of the experiments we353

present. In particular, the results for the picture of the354

sport court we present in Fig. 5 show a strong perspec-355

tive distortion of the players because the homography356

is computed from lines lying on the floor of the sport357

court.358

We observe that our method does not provide a metric359

rectification of the scene. This is due to the fact that the360

homography H is not fully determined by 2 vanishing361

points and, therefore, the estimated H cannot be used to362

compute metric distances in the scene. For this reason,363

we evaluate the results by visual inspection.364

(a) (b)

(c) (d)

(e) (f)

Figure 3: (a) Original image. (b) Distorted lines obtained using
the method proposed in [3]. (c) Lens distortion correction without
perspective correction. (d) Lines associated to the vanishing points.
(e) Lens and perspective distortion correction using only 1 vanishing
point (vertical alignment). (f) Lens and perspective distortion correc-
tion using 2 vanishing points.

As mentioned above, we can use any method for the365

estimation of vanishing points in our algorithm, but we366

have designed a method which exploits the characteris-367

tics of the collection of lines that we use (a small num-368

ber of long lines). For comparison purposes, we have369

implemented a method inspired by the one proposed in370

[18], which is based on the analysis of the line orienta-371

tion histogram. Next we summarize the main steps of372

this method:373

Scheme of the method for the estimation of vanishing374

points based on the line orientation histogram375

1. Step 1 : Computation of the distorted lines in376

the image and the lens distortion model using the377

method proposed in [3].378
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Figure 4: Illustration of the results of the proposed method for some real images in architectural environments using 2 vanishing points. For each
experiment, we present the original image, the distorted lines estimated to correct the lens distortion, the lines associated to the vanishing points,
and the image obtained by correcting lens and perspective distortions simultaneously. (Online figure in color).

2. Step 2 : Computation of the π periodic frequency379

histogram of line orientation in degrees (lines380

are previosly corrected using the lens distortion381

model). The frequency is weighted by the number382

of points associated to each line.383

3. Step 3 : Convolution with a Gaussian kernel to reg-384

ularize the histogram. In the experiments we fix the385

standard deviation of the Gaussian to 1.386

4. Step 4 : Estimation of 2 intervals in the regular-387

ized histogram corresponding to the dominant di-388

rections.389

5. Step 5 : Estimation of the vanishing points as the390

intersections of the lines with orientations included391

in the intervals associated to the dominant direc-392

tions.393

We have experienced that this method works properly394

when the line orientation histogram is bimodal and the395

lines estimated in the scene with similar orientations are396

parallel. We illustrate two experiments in Fig. 6 where397

this method fails. For each image, we show the regu-398

larized line orientation histogram, where the extrema of399

the intervals associated to the dominant directions are400

marked using vertical lines. We also show (using dif-401

ferent colors for each dominant direction) the lines with402

orientations included in such intervals, as well as the403

image after correcting the lens and perspective distor-404

tions using the estimated vanishing points. Comparing405

the results with the ones obtained for the same images406

in Fig. 5 using the method we propose, we observe that,407

for the first image, the perspective correction is inaccu-408

rate because the orientation of some lines (on the left of409

the calibration pattern) is similar to the orientation of the410

vertical lines of the calibration pattern, but they are not411

parallel to them. Since these lines are considered when412

computing the vanishing points, an inaccurate result for413

the estimation of the vanishing points is produced and,414

consequently, the perspective correction is not satisfac-415

tory. In the second image, the problem is that the line416

orientation histogram is not bimodal and then the num-417

ber of lines associated to the intervals is not enough to418

properly compute the vanishing points.419

When the image shows a significant lens distortion,420

vanishing point estimation techniques which do not take421

the lens distortion into account fail because the lens dis-422

tortion can strongly affect the line estimation used to423

8



Original image Line detection Vanishing point lines Distortion + Persp. correction

Figure 5: Illustration of the results of the proposed method for some real images using 2 vanishing points. For each experiment, we present the
original image, the distorted lines estimated to correct the lens distortion, the lines associated to the vanishing points, and the image obtained by
correcting lens and perspective distortions simultaneously. (Online figure in color).

compute the vanishing points. We illustrate this behav-424

ior in Fig. 7, where we compare the results obtained us-425

ing the method we propose with the method introduced426

in [28], where the lens distortion is not taken into ac-427

count. We observe that, due to the significant amount428

of lens distortion, the method is not able to compute the429

lines associated to the vanishing points in a satisfactory430

way. As the vanishing points are not properly computed,431

the perspective correction we obtain is also wrong.432

In fig. 8, we present a comparison of the results ob-433

tained using the rectification homography we propose434

and the algebraic one proposed in [21], given by equa-435

tion (4). The method proposed in [21] does not con-436

sider the lens distortion. For this reason, in order to437

perform a fair comparison of both methods when esti-438

mating the homographies, we replace the homography439

we obtain with the algebraic one obtained by [21] in440

the final step of our algorithm. We can observe that the441

algebraic method proposed in [21] produces a vertical442

alignment of the image, but not a horizontal alignment.443

On the other hand, we can observe that the method does444

not preserve the proportions of the objects in the im-445

age. For instance, in the image of the calibration pattern,446

the original squares become elongated rectangles. This447

kind of limitations of the algebraic method proposed in448

[21] supports the idea that a rectification homography449

estimation based on a realistic simulation of a camera450

motion, like the one we propose in this paper, provides451
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Figure 6: Illustration of the results obtained using the method based on line orientation histogram to compute the vanishing points. (Online figure
in color).

(a) (b)

(c) (d)

Figure 7: (a) Original image. (b) Lens and perspective distortion cor-
rection using the proposed method. (c) Lines associated to the vanish-
ing points using the method proposed in [28]. (d) Perspective distor-
tion correction using the vanishing points obtained using the method
proposed in [28].

better results.452

4.1. (Online) demonstration453

Using the IPOL Journal of Image Processing On Line454

facilities (www.ipol.im), we have implemented an (on-455

line) demonstration of the proposed method that can be456

found at www.ctim.es/demo110. All the experiments457

shown in this paper have been performed using this (on-458

line) demonstration with the default parameters. There459

is a collection of parameters related to the technique in-460

troduced in [3] to estimate the collection of distorted461

lines and the distortion model, and we refer to such pa-462

per for a complete explanation of these parameters. In463

any case, as can be checked in the (online) demonstra-464

p0 p1

T = 1 (0.15, 0.99, 0.00035) (-0.99, 0.098,0.00017)
T = 5 (0.13, 0.99, 0.00031) (-0.99, 0.11,0.00019)
T = 10 (0.12, 0.99, 0.00029) (-0.99, 0.089,0.00016)

Table 1: Vanishing points in projective coordinates obtained for the
image of Fig. 9 for different values of the threshold T for the distance
between the vanishing point and the lines, which is used in the voting
procedure (see expression (7)).

tion, the default parameters work properly for most im-465

ages, so that, in general, it is not necessary to adjust the466

parameters for each image.467

In the part of the (online) demonstration algorithm468

concerning perspective correction, the only numerical469

parameter we use is the threshold T for the distance be-470

tween the vanishing point and the lines, which is used471

in the voting procedure (see expression (7)). In Fig. 9,472

we illustrate the influence of such parameter using an473

image from Fig. 5. This image is challenging because474

the tree leaves in the scene make the algorithm estimate475

a large number of short lines that could alter the results476

(these lines can be observed in the results shown in Fig.477

5). In Fig. 9, we observe that the larger the value of478

T , the larger the number of lines used to estimate each479

vanishing point. In any case, the method is quite robust480

against the choice of this parameter, and the estimated481

vanishing points are similar. In table 1, we show the482

vanishing points in projective coordinates for different483

values of the parameter T .484

In order to increase the flexibility of the algorithm,485

we also allow the user to force the use of a single van-486

ishing point in the horizontal or vertical direction. This487

is especially useful when we deal with images with only488
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Figure 8: Comparison of the results of the proposed method for some real images using 2 vanishing points and the ones obtained using the
rectification homography proposed in [21] given by equation (4). In the first line we present the original image, in the second line the results
obtained using the method proposed in [21], and in the third line, the results obtained with the proposed method. (Online figure in color).

1 visible vanishing point, or when we just want to align489

the image in one direction (for instance, when we want490

to correct a vertical misalignment of the image).491

Figure 9: Illustration of the influence of threshold T for the distance
between the vanishing point and the lines in expression (7). From left
to right we show the lines associated to the vanishing points obtained
using T = 1, 5, 10, respectively.

5. Conclusions492

In this paper, we propose a new method for the simul-493

taneous correction of the optical (lens) and perspective494

distortions. In the case of images showing a significant495

lens distortion, dealing with both distortions simultane-496

ously is particularly important. If both types of distor-497

tion are not considered, the usual methods to correct498

perspective distortion can fail, as they are not able to499

cope with highly distorted lines. We first use the method500

introduced in [3] to compute the distorted lines and the501

lens distortion model. Then we use the collection of502

distorted lines which were obtained, which consists of503

a small number of long lines, to apply a voting proce-504

dure for the estimation of the vanishing points. We show505

that this method to estimate the vanishing points outper-506

forms the method proposed in [18], based on line orien-507

tation histogram. Afterward, we estimate a homography508

H to correct the perspective distortion using the general509

camera projection equation.510

In order to fully determine H from 2 vanishing points,511

we remove the isotropic scaling factors in the homogra-512

phy estimation. We also extend the method to the case513

of using a single vanishing point. Finally, we simulta-514

neously correct the lens and perspective distortions by515

applying a single transformation given by the compo-516

sition of the lens distortion model and the homography517

H. We show the performance of the proposed method518

in a variety of experiments. We have built an (online)519

demonstration (www.ctim.es/demo110) where all the520

presented experiments can be reproduced.521
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