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Resumen

Las redes Opticas pasivas con capacidad de gigabit (GPON) se han consolidado como la
tecnologia predominante para el despliegue de redes de fibra hasta el hogar (FTTH),
gracias a su eficiencia y capacidad para ofrecer servicios de banda ancha. Sin embargo,
su arquitectura tradicional presenta limitaciones en cuanto a flexibilidad, agilidad en la
provision de servicios y costes operativos derivados de una gestién dependiente del
hardware y de configuraciones manuales. Para superar estos desafios, paradigmas
emergentes como la Virtualizacién de Funciones de Red (NFV) y las Redes Definidas por

Software (SDN) ofrecen un enfoque innovador.

El presente Trabajo de Fin de Grado aborda el disefio y la implementacion de una maqueta
experimental que integra estas tecnologias, desarrollando una arquitectura de red GPON
virtualizada y gestionada de forma centralizada mediante un controlador SDN. Los
objetivos principales incluyen la implementacién virtualizada de servicios de red sobre la
infraestructura GPON, la posterior integracion de gestién SDN centralizada, y demostrar la
viabilidad de desacoplar el plano de control del plano de datos en un entorno de acceso

optico, logrando asi una red mas programable, automatizada y escalable.

Para lograrlo, se desarrolla un prototipo experimental que combina componentes fisicos de
una red GPON (Terminal de Linea Optica, cableado de fibra éptica y Unidades de Red
Optica) con servicios virtualizados implementados en maquinas virtuales. Sobre esta
infraestructura hibrida, se despliega el controlador SDN ONOS (Open Network Operating
System) como cerebro de la red. La gestidn y el control de los elementos de red se abstraen
y centralizan en ONOS, permitiendo la configuracion de la conectividad y las politicas de

red a través de su interfaz de alto nivel.

El proyecto explora en detalle el funcionamiento de las redes GPON, asi como las
capacidades de gestién que ofrece el controlador, utilizando su APl REST para la
manipulacién de politicas de conectividad, la imposicién de reglas de calidad de servicio y
la administracién de flujos de datos en los dispositivos de red. Este enfoque definido por
software no solo simplifica la operacién de la red, sino que también abre la puerta a la
automatizacién de la provision de servicios y a una gestion del trafico mas dindmica y

eficiente, sentando las bases para futuras redes de acceso mas inteligentes y adaptables.



Abstract

Gigabit-capable Passive Optical Networks (GPON) have become the predominant
technology for Fiber-to-the-Home (FTTH) network deployment, thanks to their efficiency
and capacity to deliver broadband services. However, their traditional architecture presents
limitations in terms of flexibility, service provisioning agility, and operational costs derived
from hardware-dependent management and manual configurations. To overcome these
challenges, emerging paradigms such as Network Function Virtualization (NFV) and

Software-Defined Networking (SDN) offer an innovative approach.

This Bachelor's Thesis addresses the design and implementation of an experimental
platform that integrates these technologies, developing a virtualized GPON network
architecture managed centrally through an SDN controller. The main objectives include the
virtualized implementation of network services over the GPON infrastructure, the
subsequent integration of centralized SDN management, and demonstrating the feasibility
of decoupling the control plane from the data plane in an optical access environment,

achieving a more programmable, automated, and scalable network.

To accomplish this, an experimental prototype is developed that combines physical
components of a GPON network (Optical Line Terminal, fiber optic cabling, and Optical
Network Units) with virtualized services implemented in virtual machines. On top of this
hybrid infrastructure, the SDN controller ONOS (Open Network Operating System) is
deployed as the network's brain. The management and control of network elements are
abstracted and centralized in ONOS, enabling connectivity configuration and network policy

management through its high-level interface.

The project explores in detail the operation of GPON networks, as well as the management
capabilities offered by the controller, using its REST API for connectivity policy
manipulation, quality of service rule enforcement, and data flow administration in network
devices. This software-defined approach not only simplifies network operation but also
opens the door to service provisioning automation and more dynamic and efficient traffic
management, laying the foundation for future more intelligent and adaptable access

networks.
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Capitulo 1. Introduccion y Objetivos

1.1. Introduccion

El presente Trabajo Fin de Grado (TFG) se centra en el estudio e implementacién de una
maqueta experimental de red GPON (Gigabit Passive Optical Network), integrando
tecnologias de virtualizacion de funciones de red (NFV) y redes definidas por software
(SDN). Este proyecto aborda la convergencia de estas tecnologias emergentes en el
contexto de las redes de acceso 6ptico, explorando las posibilidades de crear arquitecturas

de red mas flexibles, eficientes y gestionables.
1.2. Antecedentes y estado del arte

Contexto actual

Las redes de acceso 6ptico pasivo (PON) se han convertido en la tecnologia predominante
para ofrecer conectividad FTTH a nivel global, con previsiones de superar 200 millones de

hogares pasados en Europa para 2026 (frente a 88 millones en 2019) [1].
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Figura 1. Prevision de viviendas con FTTH/B pendientes y ya pasadas en 2026 (Europa) [54].
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No obstante, la arquitectura tradicional de GPON basada en equipos propietarios (OLT,
Optical Line Terminal, y ONT’s, Optical Network Units) con planos de control integrados
presenta limitaciones en cuanto a flexibilidad, escalabilidad e interoperabilidad multi-vendor
[2]. Estas limitaciones ralentizan la introduccién de nuevos servicios y complican la gestién
unificada de la red. Para abordar este problema, la industria ha adoptado los paradigmas
de SDN (Software Defined Networking) y NFV (Network Functions Virtualization) en el

acceso optico, buscando redes mas agiles y programables.

En una arquitectura SDN el plano de control se desacopla del plano de datos de la red,
delegandose las decisiones de encaminamiento a un controlador de software centralizado
[1]. De este modo, los dispositivos de la red (p. ej., conmutadores u OLT) pasan a ser
elementos programables gobernados mediante APIs (Application Programming Interface)
y protocolos abiertos (OpenFlow, NETCONF, etc.) por aplicaciones de control externas [1].
Por su parte, NFV traslada funciones de red que antes requerian hardware dedicado hacia
maquinas virtuales o contenedores sobre infraestructura genérica, facilitando su
despliegue flexible en centros de datos [3]. La combinacion de SDN y NFV permite
entonces desagregar los equipos de acceso optico: separar el hardware fisico (p. €j., chasis
OLT) de las funciones légicas de control y servicio, que pueden ejecutarse en la nube. Esta
tendencia ha motivado esfuerzos de estandarizacion como CloudCO de Broadband Forum,
iniciado en 2016 para definir una “central” de acceso totalmente virtualizada mediante
SDN/NFV [4]. CloudCO proporciona una arquitectura y especificaciones de interfaz que
habilitan la migracion de nodos de acceso tradicionales hacia nodos desagregados
controlados por software [5]. En esencia, esto permite usar hardware genérico white-box
en el acceso (en lugar de equipos cerrados), moviendo inteligencia de las OLT a
plataformas cloud, con la promesa de reducir costes y agilizar la introduccion de mejoras

mediante software [5].
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Figura 2. Arquitectura de referencia CloudCO: desagregacion del acceso mediante SDN/NFV [55].

Uso de Open vSwitch (OvS) en redes de acceso virtualizadas

Open vSwitch (OvS) se ha consolidado como un componente fundamental en entornos de
virtualizacion de funciones de red (NFV) y redes definidas por software (SDN). OvS es un
conmutador virtual de propdsito general, integrado en el kernel de Linux desde la version
3.3, que soporta interfaces y protocolos estandar de gestion de red como OpenFlow [6].
Gracias a su naturaleza de cddigo abierto y alto rendimiento, OvS se utiliza ampliamente
tanto en entornos de Centro de Datos Cloud como en aplicaciones SDN de operadores,
actuando como vSwitch para interconectar funciones virtualizadas [6]. Asimismo, con
optimizaciones como DPDK, OvS puede alcanzar velocidades de conmutacion del orden
de 40 Gbps sobre hardware comun, logrando mejoras de rendimiento de hasta 12x
respecto a configuraciones estandar [6]. Estas capacidades hacen que OvS sea una
solucion idénea para virtualizar redes de acceso de alta velocidad, asegurando que un
switch software pueda manejar el trafico de tecnologias como GPON y evoluciones (por
ejemplo, XGS-PON a 10 Gbps).

En el contexto de las redes de acceso Opticas, la adopcion de SDN ha dado lugar a
arquitecturas donde la red GPON se abstrae como un Unico conmutador virtual controlable
centralmente. Diversos trabajos han demostrado que es posible dotar a un sistema GPON
comercial de capacidades SDN, de forma que toda la red GPON se comporta como un
switch OpenFlow manejado por un controlador SDN [1]. Por ejemplo, autores como Lee et
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al. implementaron un OLT GPON habilitado para SDN mediante la incorporacion de
switches virtuales OpenFlow en el propio OLT, emulando una capa de conmutacion
programable sobre el equipo tradicional [1]. De manera analoga, Rouskas et al. exploraron
la inclusion de conmutadores virtuales dentro de las ONUs en arquitecturas PON de nueva
generacion (TWDM-PON) para posibilitar la seleccion dinamica de canales OFDM en el
tramo de abonado [1]. En todas estas propuestas, OvS (u otras implementaciones
equivalentes de software switching) actia como elemento de datos programable,

permitiendo que las instrucciones del controlador SDN se apliquen en la red de acceso.

Un caso ilustrativo es la arquitectura presentada por Lee et al. [7]. En su disefio, dado que
el OLT GPON carecia de soporte nativo para protocolos SDN, se integré6 un agente
OpenFlow dentro del OLT encargado de traducir y ejecutar las érdenes del controlador
SDN [7]. Adicionalmente, se anadié un switch OpenFlow auxiliar -basado en OvS- para el
reenvio de paquetes entre las distintas ONUs, asi como para implementar funcionalidades
avanzadas de red que el conmutador Ethernet interno del OLT no ofrecia [7]. Este switch
abierto proporcion6 capacidades de encaminamiento y aislamiento de trafico entre ONUs,
recoleccién de estadisticas, etiquetado VLAN por usuario y metering (control de ancho de
banda) de manera flexible [7]. Gracias a OvS, la red GPON pudo gestionarse como un
conmutador unificado, interconectando multiples sitios distribuidos y aplicando politicas de
trafico programables, algo inviable con la electronica GPON convencional. En suma, esta
integracion de OvS solventd limitaciones del hardware legado, como la imposibilidad de
conmutar trafico directamente entre puertos ONU en un OLT tradicional, a la vez que

habilitd un control mas fino del ancho de banda por abonado [7].

Asimismo, en el ambito académico y de plataformas abiertas se encuentran ejemplos
donde OvS es pieza clave para virtualizar la capa de acceso. Merayo et al. describen una
implementacién SDN/NFV sobre un banco de pruebas GPON /egacy en la cual se
despliega OvS tanto a nivel de OLT como en las ubicaciones de las ONTs, todos bajo el
control de un controlador OpenDaylight (ODL) [1]. En esta plataforma, un controlador SDN
central gestiona, via OpenFlow, las instancias de OvS colocadas junto a los equipos
GPON, logrando reconfigurar en tiempo real parametros de servicio (p. €j., garantias de
QoS por usuario) de acuerdo con las demandas de trafico [1]. Dado que los OLT/ONT
comerciales no soportan SDN de forma nativa, los autores insertan OvS en computadores
adyacentes (un OVS central conectado al OLT y pequefios OVS residenciales en cada
ONU) para emular la funcionalidad SDN en ambos extremos de la red de acceso [1]. Esta
aproximacioén confirmo la viabilidad de introducir SDN en redes GPON reales, permitiendo

politicas de gestidon dinamicas sobre equipamiento antiguo y facilitando nuevos modelos
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de negocio en redes de banda ancha residencial [1]. De hecho, los resultados
experimentales muestran que es posible ajustar de forma agil los perfiles de servicio de los
abonados (ancho de banda garantizado, prioridades, etc.) mediante flujos OpenFlow

aplicados en OvS, todo ello sin modificar el hardware PON subyacente [1].

SDN Management Layer Residential OVS
| 1 { | (ROVS) mm—
7
Bt /7 ONT,
E ’ Central QVS (COVS) ,/
1 Splitter /7
' oLT J
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| " / >
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Network ONT =
SDN ONT

Figura 3. Plataforma experimental GPON heredada gestionada por SDN con OpenDaylight y Open vSwitch
(COVS/ROVS) [1].

Iniciativas industriales de cédigo abierto también han adoptado enfoques similares. Por
ejemplo, la plataforma CORD/SEBA (de la ONF) incluye el proyecto VOLTHA (Virtual OLT
Hardware Abstraction), que propone abstraer los sistemas PON como switches Ethernet
programables controlados por un controlador SDN [1]. En VOLTHA, las OLT y ONT fisicas
quedan envueltas por una capa de software (frecuentemente soportada por OvS u otros
elementos de conmutacion virtual) que expone interfaces estandares
(OpenFlow/NETCONF) hacia el orquestador SDN, permitiendo gestionar la configuracion
de la red de acceso de forma unificada [1]. Esta filosofia sigue la tendencia de llevar los
principios de las redes definidas por software y la virtualizacion a la “dltima milla” de la red,
reduciendo la dependencia de hardware propietario y facilitando la implementacion de
funciones de acceso como VNFs (Virtual Network Functions). Estudios recientes incluso
plantean que la virtualizacién SDN/NFV en el acceso posibilitara escenarios de multi-tenant
u open access, donde multiples operadores comparten la misma infraestructura PON de
manera flexible [8]. Gracias a OvS y tecnologias afines, es factible lograr un unbundling
virtual de la red de fibra, asignando particiones légicas o slices de ancho de banda a
distintos proveedores sobre un mismo despliegue fisico, con aislamiento y control de

calidad garantizados [8].

19



A
ONOS ] :
> :
AA !

Yy ¥ | Device

Client ' Management
(eg. OFAgent) : Interface

:

[ kafka ) !
OpenONU i OpenOLT W E
Adaptor B Adaptor 3

: A |

1 :
¥ ¥
ONU OpenOLT DMI agent
agent
ONL | |
ONIE I I
ONU .
Whitebox OLT

Figura 4. Pila VOLTHA y OLT de caja blanca controlados por ONOS en SEBA [56].

En resumen, OvS se ha convertido en una solucidon comun en la virtualizacion de redes de
acceso debido a varias ventajas clave. En primer lugar, su compatibilidad con protocolos
SDN estandar (OpenFlow, OVSDB) y su amplia adopcién garantizan la interoperabilidad
con controladores y orquestadores de distintos fabricantes [6]. En segundo lugar, al ser
software open-source ejecutable sobre hardware commodity, OvS reduce costes y evita la
dependencia de equipos especificos, a la vez que puede escalar en rendimiento mediante
optimizaciones software (p.ej., uso de DPDK para acelerar el plano de datos) [6]. Ademas,
OvS ofrece una gran flexibilidad para implementar funcionalidades avanzadas en la red de
acceso desde segmentacion de trafico por VLAN o por usuario, hasta control de ancho de
banda, recopilacién de métricas y aplicacion de politicas de QoS todo ello mediante reglas
programables que el controlador SDN instala dinamicamente en los switches virtuales [7].
Estas capacidades no solo mejoran la agilidad y programabilidad de las redes de acceso,
sino que habilitan nuevos modelos operativos como la coexistencia de multiples servicios

y operadores sobre la misma infraestructura, gracias al aislamiento I6gico que brinda la
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virtualizacion [8]. Por las razones anteriores, numerosos proyectos académicos y
plataformas experimentales han incorporado OvS como elemento de datos en sus
arquitecturas SDN de acceso, validando su desempefio y beneficios en escenarios GPON
virtualizados [1]. En consonancia con este estado del arte, la propuesta implementada en
este TFG emplea OvS como conmutador virtual SDN dentro de la red GPON experimental,
aprovechando su flexibilidad y control centralizado para gestionar el acceso de banda

ancha de manera eficiente y alineada con las soluciones investigadas previamente.

1.3. Objetivos

Este TFG tiene como objetivo general el disefar e implementar una red GPON
experimental que integre funciones virtualizadas (NFV), gestionada mediante un
controlador SDN y soportada sobre un entorno de virtualizacion, a fin de demostrar la

viabilidad y las ventajas de esta aproximacion frente a las redes tradicionales.

El objetivo general anteriormente descrito se llevara a cabo mediante el alcance de los

siguientes objetivos especificos:
O1. Estudio e implementacion de una red GPON estandar.
02. Estudio e implementacion de servicios virtualizados (NVF) en la red GPON.

03. Estudio e implementacién de un controlador SDN para la gestidn centralizada de la red
GPON.

04. Integracion, puesta en funcionamiento y verificacién de la red GPON virtualizada.
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1.4. Contenidos

La presente memoria se estructura en seis capitulos, ademas de la bibliografia, el pliego
de condiciones, el presupuesto y los anexos correspondientes. A continuacién, se describe

brevemente el contenido de cada capitulo:
Capitulo 1: Introduccion

Presenta el contexto del trabajo desarrollado, estableciendo los antecedentes basados en
proyectos previos y definiendo los objetivos que se pretenden alcanzar a lo largo del
desarrollo del TFG.

Capitulo 2: Fundamentos teéricos: SDN, NFV

Establece las bases tedricas de las tecnologias SDN (Software Defined Networking) y NFV
(Network Function Virtualization), proporcionando el marco conceptual necesario para la

comprension del proyecto.
Capitulo 3: Fundamentos teéricos GPON

Desarrolla los conceptos fundamentales de la tecnologia GPON (Gigabit Passive Optical

Network), abordando su arquitectura, componentes y funcionamiento.
Capitulo 4: Servicios y aplicaciones NFV

Describe las funciones de red virtualizadas y los servicios empleados en la implementacién

del sistema, detallando su configuracion y aplicacién especifica en este TFG.
Capitulo 5: Implementacion del Escenario GPON-SDN

Explica detalladamente el proceso de disefio e implementacién del escenario experimental

GPON-SDN, documentando paso a paso la metodologia seguida.
Capitulo 6: Resultados finales y conclusiones

Presenta las pruebas de funcionamiento realizadas sobre el escenario desarrollado,

incluyendo los resultados obtenidos, su analisis y las conclusiones de estos.
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Capitulo 2. Fundamentos teéricos: SDN, NFV

2.1. Introduccion

Este capitulo resume los fundamentos tecnolégicos que sustentan la red GPON
virtualizada del TFG. En primer lugar, se describen los principios clave de las redes
definidas por software (SDN) y la separacion entre planos de datos, control y aplicacion.
Se profundiza en el controlador SDN de ONOS, destacando su arquitectura distribuida y
las razones de su eleccion frente a otras opciones (OpenDaylight, Ryu, Floodlight). Luego
se presenta el protocolo OpenFlow como interfaz de control dominante entre ONOS vy los
conmutadores. A continuacion, se introduce la virtualizacion de funciones de red (NFV)
siguiendo la arquitectura ETSI (NFVI-VNFs—MANO) y sus beneficios de flexibilidad y
ahorro de costes. El capitulo concluye analizando la sinergia SDN + NFV para redes opticas
de acceso, base sobre la que se construye la maqueta GPON experimental descrita en los

capitulos siguientes.

2.2. SDN

2.2.1. Definicion

Las redes definidas por soffware (SDN, Software-Defined Networking) representan un
paradigma de redes en el que se desacoplan los mecanismos de control de red de los
dispositivos de comunicaciones. Es decir, se separa el plano de control (control plane) del
plano de datos (data plane) de la infraestructura subyacente [9]. En lugar de que cada
conmutador o enrutador tome decisiones de encaminamiento de forma auténoma (como
ocurre en las redes tradicionales), en SDN dichas decisiones se trasladan a un software de
control centralizado, denominado controlador SDN, que gestiona de forma programable el
comportamiento de la red completa. Este enfoque proporciona una arquitectura de red mas
flexible y programable, ya que las légicas de control se implementan por medio software
externo y pueden adaptarse o reemplazarse con mayor facilidad que en hardware

especifico.
2.2.2. Arquitectura

En términos arquitectonicos, SDN se suele conceptualizar en tres planos o capas

principales [9]:
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Plano de datos (data plane): formado por los dispositivos de conmutacion o
encaminamiento (conmutadores, routers, etc.) que se encargan del reenvio de
paquetes. Estos dispositivos ejecutan acciones simples sobre el trafico (reenviar,
filtrar o modificar paquetes) siguiendo las reglas que les indica el plano de control.
El plano de datos corresponde al hardware de red (fisico o virtual) y también es
referido como plano de encaminamiento o reenvio. Su funcionalidad se limita a
cumplir las instrucciones que recibe, tipicamente consultando tablas de flujo para

cada paquete que procesa.

Plano de control (control plane): es el “cerebro” de la red [9]. Se ocupa de calcular
y decidir cdmo deben manejarse los flujos de trafico en el plano de datos,
determinando las rutas, politicas y reglas de reenvio. En SDN, el plano de control
esta centralizado l6gicamente en uno o varios controladores software, en lugar de
distribuido en cada nodo de red. Este controlador tiene una vision global de la
topologia y estado de la red, y mediante protocolos especializados comunica sus
decisiones a los elementos del plano de datos. Gracias a esta centralizacién, se
facilita la optimizacion global, la implementacién de politicas coherentes y una

gestiébn mas sencilla de la red.

Plano de aplicacion (application plane): capa superior donde residen las
aplicaciones y servicios de red que aprovechan la abstraccion proporcionada por el
controlador [9]. Estas aplicaciones (por ejemplo, sistemas de orquestacion de
trafico, balanceo de carga, firewalls definidos por software, sistemas de deteccién
de intrusos, etc.) interacttan con el controlador a través de interfaces norte
(Northbound APIs). De este modo, pueden programar el comportamiento de la red
sin tener que preocuparse por los detalles de bajo nivel del hardware. El plano de
aplicacion introduce innovacion y flexibilidad, permitiendo a desarrolladores vy
operadores implementar nuevas funcionalidades de red de manera &gil sobre la

infraestructura SDN.
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Figura 5. Arquitectura SDN [57].

Es importante destacar que algunos modelos también consideran un plano de gestién (o
de orquestacién) adicional, encargado de la configuracion general y la coordinacién de la
red. No obstante, en el contexto de este trabajo nos centraremos en los tres planos
fundamentales mencionados: datos, control y aplicacién. Estos planos se comunican
mediante interfaces bien definidas: tipicamente, el controlador SDN expone API hacia las
aplicaciones (interfaz norte) y utiliza protocolos de control hacia los dispositivos (interfaz
sur). Esta separacion de tareas hace posible una administracion centralizada y
programable de la red. Diversos estudios sefalan que la arquitectura SDN aporta
dinamismo, flexibilidad y capacidad de gestion superiores a las redes tradicionales [9], al
separar las funciones estratégicas de control (software) de la funcién de reenvio de datos

(hardware).
2.2.3. El controlador SDN (ONOS)

Uno de los componentes clave en cualquier despliegue SDN es el controlador. Existen
multiples controladores SDN de cdodigo abierto en la actualidad; en este trabajo se ha
optado por ONOS (Open Network Operating System) como plataforma de control. ONOS

es un sistema operativo de red disefiado especificamente para entornos SDN de nivel
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operador (carrier-grade), enfocado en ofrecer alta escalabilidad, disponibilidad y
rendimiento en redes de proveedores de servicios [10]. El proyecto ONOS fue iniciado por
ON.Lab (Open Networking Laboratory) y tuvo su primera publicacion abierta en 2014 [10],
pasando posteriormente a la érbita de la Fundacion Linux. A continuacion, se detallan las
caracteristicas de ONOS, su arquitectura modular, ventajas y casos de uso, asi como las

razones de su eleccion frente a otras opciones como OpenDaylight, Ryu o Floodlight.
Caracteristicas destacables y arquitectura de ONOS:

ONOS se concibe como un controlador distribuido y tolerante a fallos. A diferencia de
controladores mas sencillos que operan en una unica instancia, ONOS soporta despliegues
en cluster (con multiples instancias cooperando) para lograr alta disponibilidad y resiliencia.
Su nucleo esta desarrollado en Java y corre sobre un contenedor OSGi (Apache Karaf), lo
que le brinda una arquitectura modular y extensible similar a la de OpenDaylight [11].
ONOS esta disefiado para que varias instancias trabajen juntas de forma coordinada:
conforman un unico plano de control l6gico, aunque estén fisicamente distribuidas en
distintos servidores. Si uno de los nodos del cluster falla o necesita ser actualizado, los
otros toman el relevo sin interrumpir el servicio, garantizando un control de red continuo
[11]. Esta arquitectura distribuida y légicamente centralizada permite escalar
horizontalmente el controlador para manejar un gran numero de dispositivos y eventos en

la red.

Oftra caracteristica destacada de ONOS es su enfoque en la modularidad. Cuenta con un
nucleo ligero al que se agregan mdédulos o aplicaciones para funciones especificas
(enrutamiento, gestion de topologia, cortafuegos, etc.). Mantiene separadas las llamadas
“flujos norte-sur” de comunicacion (entre aplicaciones y controlador, y entre controlador y
dispositivos) de los flujos “este-oeste” (comunicacién interna entre instancias del
controlador), facilitando la personalizacion y extension del sistema sin afectar su estabilidad
[10]. En el plano de aplicacion, ONOS ofrece una API norte abstracta, incluyendo un
framework de intenciones (Intent Framework) que permite a las aplicaciones expresar
requerimientos de alto nivel (intenciones de conectividad, ancho de banda, aislamiento,
etc.), delegando en el controlador la traduccién automatica de esas intenciones en reglas
concretas de flujo [10]. En el plano de datos, ONOS soporta multiples protocolos sur para
comunicarse con los dispositivos: principalmente OpenFlow, pero también NETCONF,
gNMI, BGP-LS, PCEP, OVSDB, entre otros, € incluso lenguajes como P4Runtime, gracias
a su diseno abstracto de proveedor de dispositivos [10][11]. Esta capacidad multi-protocolo
le otorga flexibilidad para integrarse en diversos entornos y controlar equipamiento

heterogéneo.
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Figura 6. Arquitectura SDN con la integracion del controlador ONOS [58].

Casos de uso y adopciéon de ONOS:

ONOS ha sido utilizado en multiples iniciativas de investigacion e implementaciones piloto.
Un ejemplo representativo es CORD (Central Office Re-architected as a Datacenter), un
proyecto impulsado por ON.Lab en colaboracion con operadores como AT&T. CORD
propone transformar las centrales telefénicas tradicionales en centros de datos abiertos,
combinando SDN (con ONOS como controlador) y virtualizacion de funciones (NFV) para
implementar de forma agil funciones de acceso y servicios de abonado [10]. En particular,
en CORD se virtualiza la funcién de terminacion 6ptica (vVOLT) en redes GPON, controlada
centralmente por ONOS. Este caso de uso demuestra la capacidad de ONOS para manejar
redes de acceso de gran escala, integrando elementos Opticos y proporcionando a la
operadora una plataforma programable sobre la cual desplegar nuevos servicios de banda
ancha. Otros casos de uso de ONOS reportados incluyen redes metropolitanas opticas
disgregadas, entornos multi-capa (paquete/optico), redes 5G en la fronthaul/backhaul, y
escenarios de multi-tenant networking, en los cuales ONOS actua como pieza central del

control definido por software.
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Figura 7. Arquitectura del proyecto CORD [55].

2.2.4. Comparativa con otros controladores SDN

La eleccién de ONOS frente a otros controladores populares se sustenta en varias

consideraciones técnicas. En la Tabla 1 se presenta una comparacién resumida entre

ONOS y tres plataformas open-source destacadas: OpenDaylight (ODL), Ryu y Floodlight.

Se contrastan aspectos como el origen del proyecto, afio de lanzamiento, lenguaje de

implementacion, arquitectura y enfoque principal.

Tabla 1. comparacion de controladores SDN.

Controlador | Proyecto/Desarrollad | Lanzamient | Lenguaje | Arquitectura Enfoque
or o principal
ONOS ON.Lab / ONF (Linux 2014 Java Distribuido Operadores
Foundation) (cluster (carrier-
l6gico) grade), redes
WAN y 6pticas
OpenDaylight Linux Foundation 2013 Java Modular Centros de
(Comunidad) (0SGi), HA datos,
opcional integracion
legada (multi-
protocolo)
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Ryu NTT (comunidad open- 2012 Python Centralizado | Investigaciony
source) (monolitico) pequeias
redes
(prototipado
rapido)
Floodlight Big Switch Networks 2012 Java Centralizado Redes
(ahora Intel) (modular empresariales,
basico) OpenFlow
puro (OF 1.0-
1.3)

Como se observa, tanto ONOS como OpenDaylight estan escritos en Java y cuentan con
arquitecturas modulares extensibles. Sin embargo, ONOS se distingue por su disefio
nativamente distribuido y orientado a entornos de operador, mientras que OpenDaylight
nacié como una plataforma mas genérica enfocada inicialmente en redes de centro de
datos y en facilitar la transicién desde redes legacy hacia SDN [10]. De hecho,
OpenDaylight opera bajo una filosofia de framework: proporciona un conjunto muy amplio
de APls, protocolos y plugins para adaptarse a multiples casos (soporta OpenFlow, BGP-
LS, NETCONF/YANG, PCEP, etc.), pero esto conlleva mayor complejidad y consumo de
recursos. ONOS, en cambio, prioriza el desempenfo y la consistencia en entornos de gran

escala, manteniendo un nucleo mas compacto optimizado para operacién distribuida.

Por otro lado, Ryu y Floodlight son controladores mas ligeros. Ryu (desarrollado en Python)
es valorado por su simplicidad y facilidad de uso en entornos de investigacion o
despliegues de menor tamano; diversas evaluaciones senalan que Ryu ofrece un conjunto
suficiente de funcionalidades para escenarios a pequefia escala, mientras que
controladores como ODL y ONOS proveen la mayor riqueza funcional para
implementaciones de gran envergadura [12]. Ryu no soporta clustering ni alta
disponibilidad de forma nativa, operando tipicamente como un Unico proceso que controla
la red. Floodlight, por su parte, es una evolucion del controlador inicial de Stanford (el
proyecto Beacon) mantenida por Big Switch. Es una plataforma Java modular, pero
concebida para ejecutarse de forma centralizada, enfocada principalmente en controlar
switches OpenFlow. Floodlight fue de los primeros controladores SDN ampliamente
disponibles y se empleé mucho en laboratorios y pruebas de concepto, pero carece de las

capacidades de escalado horizontal que ofrecen ONOS u ODL.

En términos de prestaciones, estudios recientes han comparado el desempefio de estos
controladores bajo distintas métricas (latencia de control, throughput de flujo, tiempo de
convergencia, etc.). De manera interesante, se ha observado que Ryu puede lograr

latencias muy bajas en topologias simples gracias a su ligereza, pero ONOS y ODL

29



sobresalen en robustez y riqueza de caracteristicas cuando se enfrentan a escenarios
complejos [12]. En particular, ONOS ha sido identificado como uno de los controladores
mas seguros, fiables, robustos y escalables en evaluaciones globales [13]. Entre las
razones se encuentran su arquitectura altamente flexible y personalizable (es mas sencillo
implementar extensiones o aplicaciones a medida en ONOS que en otros controladores) y
su capacidad de escalar para manejar un gran numero de dispositivos y flujos, lo que lo
hace idoneo para redes de operadores [13]. Asimismo, ONOS ofrece soporte para multiples
tecnologias de red (no se limita a OpenFlow) y cuenta con una comunidad activa que
impulsa mejoras frecuentes del soffware [13]. Estas ventajas inclinaron la balanza a favor
de ONOS para nuestra implementacién, ya que nuestra red GPON virtualizada
experimental requiere un control central eficiente, con soporte multi-protocolo y potencial
de crecimiento en escala, propiedades en las que ONOS destaca frente a alternativas como
ODL, Ryu o Floodlight.

2.3. El protocolo OpenFlow

2.3.1 Definicion

Para que un controlador SDN pueda gobernar los dispositivos de red en el plano de datos,
es necesario un protocolo de comunicacion estandar entre el plano de control centralizado
y cada conmutador/enrutador. OpenFlow surgié precisamente para satisfacer esta
necesidad, convirtiéndose en el primer estandar ampliamente adoptado como interfaz
abierta entre el controlador SDN y el plano de reenvio [14]. Propuesto inicialmente por
investigadores de Stanford y la Universidad de California en Berkeley en 2008, OpenFlow
fue posteriormente promovido y estandarizado por la Open Networking Foundation (ONF)
a partir de 2011. De acuerdo con la ONF, OpenFlow define una interfaz de control que
proporciona acceso directo y manipulacion de bajo nivel del plano de reenvio de
dispositivos de red (switches y routers), sean fisicos o virtuales [14]. Esto rompe con el
caracter cerrado y propietario de los equipos tradicionales, permitiendo que un software de
control externo configure las tablas de flujo y dicte el comportamiento de los switches de

forma consistente entre multiples fabricantes.
2.3.2 Funcionamiento basico

En una red SDN basada en OpenFlow, los switches (conocidos como OpenFlow switches)
mantienen una o varias tablas de flujo que contienen reglas de coincidencia (match rules)
y acciones asociadas. Cada regla especifica un conjunto de campos de cabecera (por

ejemplo, direccion MAC, IP, puerto TCP, etc.) y la accién a aplicar a los paquetes que
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coincidan (por ejemplo, reenviar por cierto puerto, modificar un campo, o descartar). El
controlador SDN, a través del protocolo OpenFlow, puede anadir, modificar o eliminar
entradas en estas tablas de flujo de los switches de manera dinamica [14]. Cuando llega
un paquete a un conmutador OpenFlow, este intenta hacer coincidir los campos del
paquete con alguna entrada en su tabla de flujo: si encuentra una coincidencia, aplica la
accion definida (p. €j. reenviarlo por un puerto especifico) localmente y a velocidad de linea;
si no existe una regla para ese flujo, el paquete (o al menos su cabecera) es enviado al
controlador mediante un mensaje Packet-In. El controlador, al recibir este evento, puede
decidir como manejar ese trafico: por ejemplo, instalar una nueva regla de flujo en el switch
para que trate ese tipo de paquetes en adelante, o reenviar el paquete por otro camino. De
este modo, las decisiones de encaminamiento se toman de forma centralizada en el
controlador, pero una vez establecidas las reglas, el trafico de datos fluye directamente por
el hardware con alto rendimiento. Este equilibrio permite combinar la flexibilidad del control

centralizado con la eficiencia del reenvio distribuido en los dispositivos [14].

Inicio: Paquete llega al switch
OpenFlow

!

¢ Coincide con alguna regla en
la tabla de flujo?

No

v

Enviar cabecera del paquete al
controlador (Packet-In)

|

El controlador decide la accién

a tomar

| ~ ~

Aplicar accién definida i Reenviar paquete seguin
) . Instalar nueva regla en el switch L
(reenviar, modificar, descartar) decision del controlador

l

Fin

Figura 8. Diagrama de flujo del procesamiento de un paquete en un switch OpenFlow. Elaboracién propia.
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OpenFlow define ademas un canal de comunicacidon seguro entre cada switch y el
controlador, conocido como canal de control o secure channel. Usualmente se establece
sobre TCP utilizando TLS para cifrado; el controlador por defecto escucha conexiones de
switches en el puerto TCP 6653 (en versiones anteriores se usaba el 6633) [14]. A través
de este canal, el controlador envia mensajes de administracion de flujo (Flow Mod) para
manipular las tablas de los switches, y recibe de los switches eventos y estadisticas (p. €j.,
mensajes Packet-In para paquetes nuevos, Port Status cuando cambia el estado de un

puerto, o Flow Removed cuando expira una regla).

192.68.18.105/24
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T Hosts
192.68.18.101/24
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v

Connection establishment between hosts and the OpenFlow network

Figura 9. Secuencia de mensajes de control para el establecimiento de conexién entre hosts y una red
OpenFlow [59].
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Entre los componentes clave de una arquitectura SDN basada en OpenFlow se incluyen
entonces: (1) el controlador OpenFlow, software central que orquesta la red; (2) los
switches OpenFlow, que soportan el protocolo y ejecutan las reglas de flujo; y (3) el canal
de control seguro entre ellos, que garantiza la comunicacion fiable y aislada del trafico de

datos.

Arquitectura SDN basada en OpenFlow

['@D Switches OpenFIowJ

{ Controlador OpenFlow @J
Mensajes de Administracion de
Flujo Arquitectura

SDN basada
en OpenFlow

=

Ejecucién de Reglas de Flujo

Soporte del Protocolo
Eventos y Estadisticas

[@a Canal de Control Seguro J

TCPcon TLS
Puerto TCP 6653

Figura 10. Componentes principales de una arquitectura SDN basada en OpenFlow. Elaboracién propia.

2.3.3 Versiones de OpenFlow

Desde su introduccion, el estandar OpenFlow ha evolucionado incorporando nuevas
capacidades. La version 1.0 (publicada en 2009) fue la primera en ser implementada
ampliamente, permitiendo una uUnica tabla de flujo y un conjunto basico de acciones.
Versiones posteriores afiadieron funcionalidades importantes: OpenFlow 1.1 introdujo
multiples tablas y grupos; la 1.2 y 1.3 (2012) agregaron mejoras como soporte IPv6,
medidores, y sobre todo OpenFlow 1.3 extendid significativamente las capacidades (fue
adoptada como base en muchos controladores SDN actuales, incluyendo ONOS y ODL).
OpenFlow 1.4 y 1.5 anadieron caracteristicas adicionales (p. ej. control de tablas multiples
mas flexible, nuevas acciones y tipos de coincidencia, etc.), alcanzando la version 1.5.1 en
2015 como la ultima especificacion publica [14]. (Existe un OpenFlow 1.6 de acceso
restringido dentro de ONF, orientado a experimentacién). En general, OpenFlow 1.3 se
considera una version relevante y estable, soportada por la mayoria de los controladores y

switches OpenFlow actuales, mientras que versiones anteriores como la 1.0 han caido en
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desuso y las posteriores se usan principalmente en entornos especificos que requieran sus

extensiones.

OpenFlow ha sido fundamental en el auge de SDN, ya que proporcioné por primera vez un
lenguaje comun para que controladores y dispositivos de distintos fabricantes interactuen
en el plano de control. Si bien con el tiempo han surgido otros protocolos e interfaces sur
(por ejemplo, NETCONF/YANG para configuracién, gRPC/gNMI, P4Runtime para
conmutadores programables, etc.), OpenFlow sigue siendo un pilar histérico y conceptual
de SDN. ONF lo reconoce como “la primera interfaz estandar entre el plano de control y el
de reenvio en una arquitectura SDN” [14], y su presencia es amplia tanto en entornos de
investigacion como en algunas implementaciones productivas. En este trabajo, la red
GPON virtualizada empleara OpenFlow (versién 1.3) como protocolo de control entre
ONOS vy los elementos de la red de acceso, dada la compatibilidad de ONOS y del

equipamiento virtual con dicho estandar.

Tabla 2. Comparacion entre las versiones del protocolo OpenFlow.

Version Aio de publicacién | Caracteristicas Notas de adopcion
principales

1.0 Diciembre 2009 Una Unica tabla de Primera version
flujo; conjunto adoptada
béasico de acciones ampliamente en
(forward, drop, set entornos de
VLAN, modificaciéon | investigacidn;
de cabeceras actualmente
simples). Sin obsoleta.
soporte IPvé6, sin
grupos ni
medidores.

1.1 Febrero 2011 Introduccién de Poca adopcion en
multiples tablas de | produccién; muchos
flujo y la tabla de fabricantes
grupos (all, select, avanzaron
indirect, fast- directamente a 1.3.
failover); pipeline
mas flexible; nuevas
acciones de copia
TTL y manipulaciéon
MPLS.

1.2 Febrero 2012 Compatibilidad Uso limitado; sirvio
completa con [Pv6 de transicién
gracias al formato tecnolégica hacia
OXM extensible; OpenFlow 1.3.
nuevos campos de
coincidencia y
acciones asociadas.
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1.3 Junio 2012 Incorporacién dela | Version de
tabla de medidores referencia;
para QoS, set-field ampliamente
para modificar soportada por
cabeceras, mejoras controladores
de IPv6, cookie de (ONOS,0DL) ¥
64 bits, tabla-miss y | switches (OVS,
contadores white-box).
ampliados.

1.4 Octubre 2013 Mensajes “bundle” Soporte
para operaciones experimental en
atémicas, algunos
monitorizacion controladores;
asincronay adopcién limitada.
extensiones de
notificacion,
mejoras en
contadores y nuevas
acciones/oxm.

1.5.1 Marzo 2015 Tablas de egreso, Ultima
accién copy-field, especificacion
push/pop PBB, publica (1.6 es
nuevos motivos de restringida); usada
packet-in, principalmente en
extensiones de OAM | investigaciony
y campos OXM laboratorios.
adicionales.

24 NFV

2.4.1 Definicion

En paralelo al avance de SDN, surgié en el ambito de las telecomunicaciones el concepto
de virtualizacién de funciones de red (NFV, Network Functions Virtualization). La idea
central de NFV es desligar las funciones de red (cortafuegos, encaminadores,
balanceadores de carga, sistemas de autenticacion, etc.) del equipamiento especializado
propietario, implementandolas en software que se ejecuta sobre hardware de propdsito
general (servidores estandar, plataformas cloud, etc) [15]. Este enfoque, propuesto
formalmente por un grupo de operadores a través de ETSI en 2012, busca trasladar a las

redes los beneficios comprobados de la virtualizacion en Tl: mayor flexibilidad, reduccién

de costes y agilidad en el despliegue de nuevos servicios.
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2.4.2 Arquitectura NFV (ETSI)

El marco de referencia definido por el European Telecommunications Standards Institute

(ETSI) para NFV consta de tres componentes principales:

Infraestructura de Virtualizacion de Funciones de Red (NFVI): comprende los
recursos de hardware y software sobre los que se ejecutan las funciones
virtualizadas. Incluye los servidores, almacenamiento y equipos de red fisicos, asi
como la capa de virtualizacion (hipervisores, contenedores) que abstrae esos
recursos fisicos en recursos virtuales. La NFVI expone asi CPUs virtuales, redes y
almacenamiento virtuales a las funciones, permitiendo su ubicacion y escalado
flexible [16]. Puede estar distribuida en multiples centros de datos o ubicaciones de

la red.

Funciones de Red Virtualizadas (VNFs): son las instancias software de las
funciones de red tradicionales ejecutandose sobre la NFVI. Cada VNF realiza una
funcién especifica (por ejemplo, un vFirewall, un vRouter o un vBNG - BroadBand
Network Gateway virtual). Las VNFs pueden descomponerse en componentes mas
pequeinos (VCUs, VDUs) y escalarse horizontal o verticalmente segun la carga.
Multiples VNFs pueden desplegarse en la misma infraestructura compartida,

aisladas unas de otras mediante la capa de virtualizacion.

Gestion y Orquestacion (MANO): es el conjunto de sistemas encargados de
orquestar el despliegue y ciclo de vida de las VNFs, asi como de gestionar los
recursos de la NFVI. Dentro de MANO se definen entidades como el NFV
Orchestrator (NFVO), responsable de coordinar la implementacién de servicios de
red compuestos por VNFs; el VNF Manager (VNFM), encargado de la configuracion
y control especifico de cada VNF (por ejemplo, escalar instancias de una funcion);
y el Gestor de Infraestructura Virtual (VIM), que administra los recursos virtuales en
la NFVI (por ejemplo, un VIM tipico es OpenStack para controlar maquinas virtuales,
redes virtuales y almacenamiento). A través de MANO, se automatizan tareas como
la instalacién de una nueva funcion virtual, su escalamiento bajo demanda, la
monitorizacion de desempenfo, y la conexién entre multiples VNFs para conformar
service chains (cadenas de servicio). Esta capa es critica para materializar la

promesa de NFV de gestion agil y dinamica.
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Hardware resources

Figura 11. Arquitectura NFV segun ETSI: VNFs, NFVI y Gestion-Orquestacion (MANO) [60].

En esencia, NFV traslada funciones que antes requerian appliances dedicados (cajas
fisicas con software embebido) a entornos virtualizados estandar. Por ejemplo, en vez de
instalar un nuevo hardware propietario para implementar un firewall en una red operadora,
NFV permite desplegar un firewall virtual como software en un servidor x86 comun,
posiblemente conviviendo con otras funciones en la misma maquina fisica. Esto conlleva
ahorros de capital expenditures (CAPEX) y de operational expenditures (OPEX): se reduce
la inversion en equipos especializados (reemplazados por servidores comerciales de alto
volumen) y se aprovechan economias de escala en centros de datos; ademas, la provision
de nuevas funciones es mas rapida y automatizable (reduciendo labores manuales de
instalacion y configuracion) [17]. La infraestructura se vuelve mas dinamica, pudiendo
escalar funciones hacia arriba o abajo mediante software segun la demanda (por ejemplo,
instanciar mas VNFs de balanceo en horas pico y liberarlas luego), en contraste con la
rigidez de las redes tradicionales donde el dimensionamiento depende de hardware fijo.
Estudios recientes enfatizan que NFV habilita una infraestructura de red flexible y
programable, al sustituir funciones en hardware por software sobre servidores estandar, a
la vez que mantiene especificaciones de nivel carrier (alta disponibilidad, confiabilidad)

mediante la elasticidad del software [15].
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2.4.3 Ventajas y beneficios

Entre los principales aportes de NFV se cuentan:

Reduccion de costos y eficiencia operativa: Al usar hardware genérico en lugar de
dispositivos propietarios costosos, los operadores pueden reducir gastos de capital.
Asimismo, la automatizacion mediante orquestacion software disminuye los costos
operativos al necesitar menos intervencién manual [17]. Por ejemplo, consolidar varias
funciones virtuales en un mismo servidor incrementa la utilizacion de recursos y reduce la

cantidad de equipos fisicos a mantener.

Agilidad en el despliegue de servicios: NFV acelera el tiempo de salida al mercado de
nuevos servicios de red. Donde antes desplegar una nueva funcion podia tomar semanas
0 meses (adquisicidon de hardware, instalacion en sitio, configuracién), con NFV es posible
instanciar VNFs en minutos mediante software. Esta agilidad permite a los proveedores
responder mas rapido a demandas cambiantes, desplegar funciones temporales para

pruebas, o actualizar software frecuentemente para introducir mejoras o parches.

Escalabilidad y elasticidad: Las VNFs pueden escalar horizontalmente (lanzando
instancias adicionales en momentos de alta demanda) y luego liberarlas cuando baja el
trafico, algo dificil de lograr con equipos fisicos fijos. Esta elasticidad asegura que la
capacidad de la red se ajuste dinamicamente al requerimiento, mejorando la eficiencia.
Ademas, NFV facilita adaptar la infraestructura a distintos tamafios de red sin redisenar
hardware especifico, simplemente asignando mas recursos de la NFVI a las funciones

criticas.

Innovacién y ecosistema abierto: Al basarse en software, NFV abre la puerta a que
nuevas funciones sean desarrolladas por terceros o la comunidad open-source,
fomentando la innovacién mas alla de los ciclos tradicionales de hardware. También reduce
la dependencia de un unico fabricante: en una plataforma NFV, distintas VNFs, incluso de
proveedores distintos, pueden convivir sobre la misma infraestructura estandarizada

siempre que cumplan las especificaciones de ETSI, aumentando la interoperabilidad.
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Capitulo 3. Fundamentos teéricos GPON

3.1. Introduccion

Este capitulo tiene como objetivo exponer los fundamentos basicos de la tecnologia GPON
(Gigabit-capable Passive Optical Network), empleada en redes de acceso de fibra 6ptica.
Se describen los componentes fundamentales que componen este tipo de red,
concretamente la OLT (Optical Line Terminal) y la ONT (Optical Network Terminal), asi
como el funcionamiento detallado de las tramas que gestionan la comunicacion en los

canales ascendentes y descendentes.
La estructura de este capitulo es la siguiente:

e En primer lugar, se describira el equipo central OLT, explicando sus caracteristicas

técnicas, funcionalidades y métodos de gestién empleados en este proyecto.

¢ A continuacion, se abordara la descripcion detallada del dispositivo ONT, detallando

sus caracteristicas técnicas y funciones especificas en el entorno del usuario final.

o Finalmente, se explicara en profundidad la estructura y funcionalidad de las tramas
empleadas en la comunicacion GPON, tanto en el sentido ascendente como en el

descendente.

3.2. Optical Line Terminal (OLT)

3.2.1 Descripcion

La OLT es el elemento central de la red GPON ubicado en la cabecera o central del
operador. Su funcién es concentrar todo el trafico ascendente proveniente de las ONT y
multiplexar el trafico descendente hacia ellas, a la vez que se encarga de la gestion y

control de la red de acceso.

En esencia, la OLT actua como puerta de enlace entre la red éptica pasiva y la red de
agregacion del operador, proporcionando interfaces hacia la red troncal (habitualmente
puertos Ethernet o similares) y controlando el reparto del ancho de banda en la PON. Cada
puerto GPON de la OLT puede atender decenas de ONT’s en paralelo; en el caso de la

plataforma empleada en esta red experimental, un solo equipo OLT con cuatro puertos
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PON es capaz de servir hasta 256 abonados (64 ONT’s por puerto) compartiendo el mismo

enlace optico [18].

3.2.2. Caracteristicas de la SmartOLT Serie 240

En la red experimental del TFG se utiliza una OLT modelo SmartOLT Serie 240 del
fabricante Telnet. Este equipo implementa todas las funcionalidades del estandar GPON
(G.984 y es apto para despliegues FTTx (Fiber To The x) en distintas modalidades FTTH
(Fiber To The Home), FTTB (Fiber To The Building), FTTC (Fiber To The Curb), entre otros
[18].

Especificaciones técnicas principales:
e Soporte hasta 64 ONT’s por puerto PON.
e Total de 512 Alloc-ID (Allocation Identifier) disponibles.
o Capacidad para servir hasta 256 hogares con un solo dispositivo.

e 4 puertos Gigabit Ethernet utilizados como interfaces PON (mediante médulos SFP
GPON).

o Capacidad de 1 Gbps simétrico por fibra [18].
Funcionalidades de capa 2:

La OLT admite funciones de puenteado 802.1D, incluyendo snooping y filtrado IGMP
(Internet Group Management Protocol) para optimizar el trafico multicast/broadcast.
También incorpora soporte de VLAN (Virtual Local Area Network) IEEE 802.1Q (VLAN
simple) y QinQ (Q-in-Q) IEEE 802.1ad (doble encapsulado) para la segmentacion de

servicios.

Adicionalmente, la SmartOLT 240 gestiona tramas con prioridad 802.1p y puede
transportar o modificar etiquetas VLAN (Virtual Local Area Network) en el trafico de usuario,

lo que la hace flexible para integrarse en diversas configuraciones de red [18].
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SmartOLT 240

Figura 12. OLT GPON SmartOLT 240 de Telnet Rl [61].

3.2.3. Gestion mediante TGMS

La SmartOLT Serie 240 cuenta con un sistema de gestién web integrado denominado
TGMS (Telnet GPON Management System), orientado a simplificar la configuracién y

administracion del equipo.

A través de una interfaz gréafica accesible via navegador, TGMS abstrae al operador de la
complejidad del protocolo GPON y de los comandos de bajo nivel, automatizando tareas
de provision de ONT, asignacién de perfiles de servicio, monitoreo de la red, entre otras

funciones.

De este modo se reduce la curva de aprendizaje en comparacion con OLT’s tradicionales
que requieren configuraciones manuales extensas, disminuyendo el riesgo de errores de
configuracioén y agilizando el despliegue. EI TGMS tanto la configuracion inicial de la OLT
como la gestién en operacidn, integrandose también con protocolos de gestion estandar

para facilitar la supervisién remota [18].
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Figura 13. Sistema de gestion GPON TGMS de Telnet RI [62].

3.3. Optical Network Terminal (ONT)

3.3.1 Descripcion

La ONT, también conocida como ONU (Optical Network Unit), es el dispositivo terminal del
lado del abonado que convierte la sefal dptica de la fibra GPON en interfaces de usuario
(datos, voz, WiFi, etc.). En la red implementada se emplea el modelo de ONT Telnet
WaveAccess 4520 [19], un equipo GPON residencial que cumple con las especificaciones
estdndar ITU-T  (International = Telecommunication  Union  Telecommunication
Standardization Sector) G.984.x (GPON) [20] y G.988 (OMCI) [21], asi como con el perfil
de interoperabilidad Broadband Forum TR-156 [22].

Caracteristicas de seguridad y protocolo:

e Soporte del proceso de activacion (auto-discovery) mediante registro del numero
de serie y contrasefia segun G.984.3 [23].

o Cifrado AES-128 (Advanced Encryption Standard) para proteger el flujo
descendente [24].
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e Correccion de errores FEC (Forward Error Correction) tanto en downstream como

upstream [19].

e Mecanismos de deteccion de ONT maliciosas (rogue ONTs) para asegurar la

integridad de la red PON [25].

Figura 14. ONT-L3 doméstica GPON de Telnet RI — vista superior [63].

3.3.2 Interfaces fisicas

Puerto éptico:

El WaveAccess 4520 dispone de un puerto éptico GPON con conector SC/APC (Subscriber
Connector/Angled Physical Contact) de fibra monomodo, utilizando éptica de clase B+
capaz de alcanzar distancias de enlace de hasta 20 km. Opera en las longitudes de onda
estandar de GPON (=1310 nm en uplink y 1490 nm en downlink, con filtrado de 1550 nm

para servicios de video RF) [26].
Interfaces de red cableada:

La ONT incluye 4 puertos Ethernet Gigabit (10/100/1000 Base-T RJ-45) para brindar

conectividad LAN (Local Area Network) cableada, con soporte de [19]:
e VLAN (Virtual Local Area Network) por puerto.

e Traduccion y apilado de VLAN (Q-in-Q).
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e Marcado de prioridad 802.1p en el trafico.

e Snooping IGMP (Internet Group Management Protocol) (compatible con
IGMPv1/v2/v3) y filtrado de multidifusion.

Interfaces de voz:

Para servicios de telefonia, el equipo ofrece 2 puertos POTS (Plain Old Telephone Service)
(RJ-11) que permiten conectar teléfonos analogicos. Estos puertos pueden configurarse en
modo single o dual (una o dos lineas) y soportan multiples cédecs de voz (p. ej., G.711
Alu-law, G.729a, G.722) [19].

WLAN

Reset
ON/OFF  Power PHONE2 PHONE1 ETH4 ETH3 ETH2

Figura 15. ONT-L3 doméstica GPON de Telnet RI — vista posterior [63].

3.3.3 Funcionalidades de ONT-ROUTER

La ONT actua como router residencial completo, soportando:

e Funcionalidad de cliente PPPoE (Point-to-Point Protocol over Ethernet) para

autenticacion en redes de banda ancha [27].

o NAT/NAPT (Network Address Translation/Network Address Port Translation) para

compartir la conexiéon entre multiples dispositivos [28].

e Servidor DHCP (Dynamic Host Configuration Protocol) (ademas de cliente DHCP
en la WAN) para asignacion automatica de direcciones IP (Internet Protocol) [29].

Conectividad inalambrica:
En el apartado inaldmbrico, incorpora conectividad Wi-Fi de doble banda:
o |EEE 802.11b/g/n (2,4 GHz, MIMO 2x2).

o |EEE 802.11ac (5 GHz, MIMO 3x3).
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e Antenas internas de alta ganancia.

Gracias a estas prestaciones, una sola ONT WaveAccess 4520 puede proporcionar acceso
de alta velocidad por cable e inalambrico, y servicios de voz sobre IP (Internet Protocol),
integrando en un solo equipo la funcionalidad de ONT y home router. Cabe destacar que
este modelo ha sido verificado para ser interoperable con OLT’s de los principales

fabricantes del mercado, asegurando su compatibilidad en escenarios multi-vendor [19].
3.4. Descripcion de las tramas GPON

El estandar GPON define un esquema de transmision basado en tramas periddicas de
duracion fija, encargadas de transportar tanto la informacion de usuario (datos) como los

mensajes de control necesarios para el funcionamiento de la red.

A nivel de la capa de convergencia GPON GTC (GPON Transmission Convergence), la
OLT envia tramas descendentes regulares de 125 ps, mientras que las ONT transmiten en
intervalos ascendentes sincronizados de igual duracién, segun la asignacion otorgada por
la OLT [30].

3.4.1 Trama descendente (Downstream)

En el enlace descendente, la OLT emite de forma continua una trama GTC (GPON
Transmission Convergence) cada 125 s, lo que corresponde a un tamafio fijo de 38.880
bytes a la velocidad de linea de 2,488 Gbps [30]. En la siguiente figura podemos ver la

estructura de la trama en cuestion.
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Figura 16. Estructura de trama en el canal descendente de la GPON [65].

En la figura superior observamos, que las tramas involucradas se componen de los

siguientes campos:
Trama ethernet:

En la trama Ethernet encontramos la unidad clasica de nivel 2 que transporta los datos de
usuario de manera transparente para la red GPON. Su funcion primordial es ofrecer un
contenedor universal, reconocido por practicamente todos los equipos de conmutacion y
encaminamiento, que incluya las direcciones MAC de origen y destino, los identificadores
de VLAN (802.1Q/p) y el campo Length/Type que anuncia el protocolo de capa 3 o la
longitud del campo de datos. El FCS (CRC-32) garantiza la deteccion de errores [32] sobre
el enlace punto a punto légico que se construye entre el OLT y cada ONU; asi, la red 6ptica
puede entregar trafico IP, MPLS o cualquier otra carga encapsulada sin necesidad de

modificar los equipos terminales del cliente.
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Tabla 3. Campos de la trama Ethernet (canal descendente).

Orden

Campo

Tamafio (bytes)

Funcion principal

Destination Address
(DA)

6

Direccién MAC
unicast, multicast o
broadcast de
destino.

Source Address (SA)

Direccion MAC del
emisor.

Etiqueta 802.1Q/p

Presente solo si la
trama va etiquetada.
Incluye TPID, PCP,
DEl y VID.

Length / Type

Longitud del
payload (<1 500) o
EtherType (21 536)
que indica el
protocolo de capa 3.

MAC Client Data
(Payload)

46 - 1500

Datos de usuario; se
rellena con padding
si es menor que el
minimo.

Frame Check
Sequence (FCS)

CRC-32 para
deteccion de
errores.

Trama GEM:

La trama GEM (GPON Encapsulation Method) actua como capa de adaptacion entre el
mundo Ethernety la infraestructura GPON. Mediante un encabezado compacto de 5 bytes
formado por el Payload Length Indicator, el Port-ID, el Payload Type Indicatory un HEC de
proteccion, GEM permite multiplexar flujos I6gicos (servicios) pertenecientes a distintos T-
CONT, fragmentar tramas grandes, etiquetar paquetes OAM o de mantenimiento y, en
general, dotar de flexibilidad y control de calidad de servicio a la red [30] [31]. Su disefio
ligero aporta todo lo necesario para distinguir y gestionar el trafico sin anadir la complejidad

de protocolos de nivel 3, manteniendo al mismo tiempo la transparencia completa para las

tramas Ethernet que transporta como carga util.
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Tabla 4. Campos de la trama GEM (canal descendente).

Campo (Encabezado GEM) Longitud Descripcion

Payload Length Indicator 12 bits Indica la longitud en bytes
(PLD) del payload (0 - 4095).
Port-ID 12 bits Identificador légico del

puerto GEM; permite
multiplexar servicios.

Payload Type Indicator 3 bits Clasifica el contenido y la
(PTI) fragmentacion (usuario,
OAM, fragmento, inactivo).

Reservado 0 -1 bit Reservado para alineacion.
Header Error Control (HEC) | 13 bits CRC que protege los 27 bits
anteriores.
Trama GTC:

En el sentido descendente de una red GPON, la trama GTC (GPON Transmission
Convergence) constituye la unidad de transmision periodica que el OLT difunde cada 125
ps. Su principal cometido es ofrecer un marco temporal comun y continuo a todas las
ONUs, integrando en un unico bloque la referencia de sincronizacion que alinea los relojes
opticos, la informacién de operacién y mantenimiento que sustenta la gestion remota, el
control de errores que salvaguarda la integridad del canal y (la planificacién del ancho de
banda ascendente mediante el mapa de asignacion (BWmap) [30] [32]. En la seccion de
carga util, la GTC encapsula secuencialmente las tramas GEM que transportan los flujos
de usuario, garantizando asi que los datos lleguen a destino con la calidad de servicio

prevista.
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Tabla 5. Campos de la trama GTC (Canal descendente).

Campo

Longitud (bytes)

Propésito

Psync

4

Patrén de sincronizacion
que delimita el inicio de la
trama.

Ident

Contador de supertrama;
interviene en cifrado y
sincronismo.

PLOAMd

13

Canal OAM descendente
para gestidn y alarmas.

BIP

Bit-Interleaved Parity
calculado sobre la trama
para supervision de errores.

Plend

Longitud del campo
US BWmap (enviado dos
veces para redundancia).

US BWmap

Variable

Mapa de asignacién de
ancho de banda ascendente:
define los time-slots para
cada T-CONT.

3.5.2 Descripcion de las tramas: canal ascendente

En el sentido ascendente, el medio es compartido y las ONT transmiten en rafagas
temporizadas dentro de cada ciclo de 125 us, segun el esquema definido por el BWmap
(BandWidth Map) previamente enviado por el OLT. La suma de todas las rafagas de las
ONT (Optical Line Terminal) conforma una trama ascendente GTC (GPON Transmission
Convergence) de 125 us. Para un enlace GPON (Gigabit Passive Optical Network) de

1,244 Gbps, cada trama ascendente tiene un tamafo agregado de 19.440 bytes

distribuidos entre los multiples bursts de las ONT (Optical Line Terminal) activas [30] [32].

En la figura sigueinte podemos observar la estructura de la trama en cuestion:
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Figura 17.Estructura de trama en el canal ascendente de la GPON [65].

En términos funcionales, Ethernet y GEM conservan exactamente el mismo cometido tanto
en el sentido descendente como en el ascendente: la trama Ethernet sigue siendo la unidad
de servicio que porta la informacién del usuario sin modificacion, y la trama GEM mantiene
su encabezado de 5 bytes para identificar el flujo I6gico, permitir la fragmentacion y proteger

la cabecera, independientemente de la direccion de transmisién [30] [31].
La unica variacion significativa aparece en la trama GTC.

o Descendente: se emite como una secuencia continua y periodica de 125 ys que
incluye el bloque de control PCBd (sincronismo, OAM, BIP y BWmap) seguido de
un gran bloque de payload.

e Ascendente: adopta la forma de rafagas (bursts) temporizadas. Cada rafaga
comienza con un Burst Header (BIP, ONU-ID, indicadores de estado) y, a

continuacion, presenta secciones opcionales de control (PLOu, PLOAMu, DBRu)
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antes de los datos. La longitud y el momento de cada rafaga vienen determinados
por el BWmap descendente [30] [32].

En consecuencia, los campos de la trama GTC quedan de la siguiente forma:

Encabezado de rafaga (Burst Header):

Tabla 6. Campos del encabezado de rafaga (canal ascendente).

Campo Longitud Funcion

BIP 8 bits Bit-Interleaved Parity sobre
todos los bytes transmitidos
desde el ultimo BIP;
permite medir la tasa de
errores.

ONU-ID 8 bits Identificador tnico de la
ONU que envia la rafaga;
asignado durante el proceso
de ranging.

Ind 8 bits Indicaciones de estado en
tiempo real: bit 7 - PLOAM
urgente, bit 6 —» FEC
ON/OFF, bit 5 = RDI, bits
4-0 reservados.

Secciones de control ascendente:

Tabla 7. Campos de la seccion de control (canal ascendente).

Seccion Longitud tipica Descripcion

PLOu Preamb. + Delim. + 3 bytes Overhead fisico para
sincronizacién, alineacién y
entrega del encabezado de
rafaga.

PLOAMu 13 bytes Canal OAM ascendente:
mensajes de activacion,
alarmas y mantenimiento.

PLSu 120 bytes (opcional) Secuencia de nivelacion de
potencia; caracteristica

51



obsoleta usada para ajustar
la potencia laser.

DBRu

4 bytes

Informe dindmico de ancho
de banda: la ONU reporta
bytes en cola por Alloc-ID
para el algoritmo DBA.
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Capitulo 4. Servicios y aplicaciones NFV

4.1. Introduccion

La Virtualizacion de Funciones de Red (Network Functions Virtualization, NFV) es una
tecnologia promovida por el Instituto Europeo de Normas de Telecomunicaciones (ETSI)
que permite desacoplar las funciones de red del hardware dedicado, ejecutandolas como
software sobre servidores estandar [33]. De este modo, funciones como la conmutacion, el
enrutamiento y la seguridad, que anteriormente requerian equipos especializados, pueden
desplegarse con mayor flexibilidad, reduciendo costes al utilizar infraestructuras

comercialmente disponibles.

Al combinarse con el paradigma de las Redes Definidas por Software (Software Defined
Networks, SDN), la NFV permite una gestién centralizada y programable de los servicios

de red. Esto mejora significativamente la agilidad y escalabilidad de la infraestructura.

En nuestra red experimental, basada en una infraestructura GPON virtualizada se han
implementado multiples servicios y aplicaciones utilizando plataformas NFV gestionadas
mediante SDN. Este capitulo describe los componentes virtualizados de la red y los

servicios implementados, entre ellos:

e Open vSwitch (OvS): un conmutador virtual encargado de la conmutacién y control

dinamico del trafico.
e Servicios desplegados sobre la infraestructura 6ptica GPON:
o IPTV (Internet Protocol Television).
o VolP (Voice over IP).
o CCTV (Closed Circuit Television).
o VyOS Universal Router.

Cada apartado detalla la tecnologia empleada, explica brevemente su funcionamiento y
describe como se integra especificamente en nuestra arquitectura GPON gestionada por
SDN, enfatizando los beneficios obtenidos en eficiencia operativa, flexibilidad y gestion

unificada.
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4.2. Open vSwitch

4.2.1 Definicion

Open vSwitch (OvS) es un conmutador virtual de codigo abierto, de calidad de produccion
y multinivel, disefado para habilitar la virtualizacién de redes y arquitecturas basadas en
SDN [34]. OvS se utiliza ampliamente en entornos cloud y de virtualizacion, integrandose
de forma nativa con hipervisores como KVM (Kernel-based Virtual Machine), Xen o
VirtualBox. Permite una gestion centralizada del trafico mediante interfaces programables

(p. €j., protocolos OpenFlow y OVSDB para control y configuracion dinamica) [34].

En nuestro proyecto, OvS actua como el switch virtual principal de la red GPON, brindando
la capacidad de manejar el trafico de forma centralizada desde el controlador SDN y de

interconectar las funciones virtuales desplegadas.

@ v L
m Security: VLAN k Monitoring: Netflow,
isolation, traffic filtering “& sFlow, SPAN, RSPAN

\ V 4

i ) f A dC |

: : utomated Control:
QosS: trafﬁc que.umg OpenFlow, OVSDB
and traffic shaping t —

i A mgmt. protoco y

Figura 18. Esquema y caracteristicas generales del OvS [66].
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4.2.2. Arquitectura y funcionamiento

OvS se compone de varios modulos que trabajan en conjunto para ofrecer un rendimiento

optimo:

Kernel module: Proporciona el plano de datos de alto rendimiento dentro del kernel de
Linux y mantiene una tabla de flujos (incluyendo “megaflows”) para el encaminamiento
rapido de paquetes. Cuando llega el primer paquete de un flujo nuevo, éste se envia al
espacio de usuario (deamon ovs-vswitchd) para ser procesado segun las reglas
configuradas; una vez determinada la accion, se instala una entrada en caché en el médulo
kernel. De este modo, los paquetes subsiguientes que coincidan con ese flujo pueden ser
conmutados directamente en el kernel, sin necesidad de pasar de nuevo por el plano de
control en espacio de usuario [35]. Este mecanismo de fast-path reduce significativamente
la latencia y carga de procesamiento, ya que solo el primer paquete de cada flujo incurre

en la consulta al demonio de usuario.

ovs-vswitchd: Es el daemon en espacio de usuario que administra la légica de
conmutacién. Controla la creacion y configuracion de los bridges virtuales, las reglas de
flujo y la aplicacion de politicas. Se comunica de forma continua con el modulo de base de
datos (OVSDB) para recibir y aplicar cambios de configuracién, asegurando una

adaptacion dinamica del switch a las politicas definidas [36].

ovsdb-server: Es el proceso que maneja la base de datos de configuracién de OvS. En
dicha base de datos se almacenan los parametros y objetos de la conmutacién virtual:
bridges, puertos, tuneles, VLAN, reglas, etc. Su disefo transaccional garantiza la
consistencia de la configuracién, y permite persistir los cambios incluso tras reinicios del
sistema. El protocolo OVSDB, estandar de facto, facilita que controladores externos (como
un controlador SDN) puedan gestionar la configuracién de OvS de forma remota mediante

transacciones bien definidas.
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Control Cluster
Off-box
ovsdb-server ovs-vswitchd
User
Kernel
Management Protocol (6632/TCP)
= Netlink

Figura 19. Arquitectura l6gica del OvS [67].

El proceso interno de encaminamiento en OvS puede dividirse en dos fases esenciales

[35]:

Primer paquete (miss): El primer paquete de un flujo desconocido es enviado
desde el kernel al demonio ovs-vswitchd en espacio de usuario (evento de flow
miss). El demonio determina la accién a aplicar segun las reglas de flujo
configuradas (por ejemplo, reenviar por cierto puerto, descartar, modificar

encabezados, etc.).

Paquetes posteriores (hit): Tras la decision inicial, ovs-vswitchd instala una
entrada de flujo en la caché del mddulo kernel, de forma que los siguientes paquetes
del mismo flujo se conmutan directamente en el kernel (fast-path) sin intervencién
del demonio. Esto permite procesar el resto del trafico de ese flujo con latencia

minima y alto rendimiento.
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Figura 20. Arquitectura interna con rutas de decision del OvS [68].

La figura anterior muestra con claridad las dos rutas internas (encaminamiento) de Open

vSwitch (OvS):

o Slow-path (miss): La flecha punteada azul; el primer paquete que no coincide con

ninguna entrada en caché se envia del modulo kernel a ovs-vswitchd en espacio de

usuario, donde se decide la accién correspondiente.

o Fast-path (hit): La flecha continua naranja; una vez instalada la entrada de flujo en

el kernel, los paquetes siguientes se procesan integramente en el datapath,

evitando el paso por usuario y reduciendo la latencia.
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4.2.3. Integracion en redes GPON

Aunque OvS esta orientado principalmente a entornos de centros de datos y virtualizacion,
su arquitectura modular y compatibilidad con protocolos SDN lo hacen adaptable a otros
escenarios, como lo son las GPON. En nuestra red experimental, OvS se despliega junto
a la OLT para gestionar de forma centralizada la distribucion y segmentacion del trafico

hacia las ONT. Algunas ventajas de integrar OvS en la red GPON son:

e Segmentacién dinamica de trafico: Mediante técnicas de virtualizacion de red
como la asignacién de VLAN, OvS permite separar el trafico de distintos servicios
o clientes de forma flexible. Por ejemplo, se pueden aislar flujos de IPTV, VoIP y
datos en diferentes redes logicas, manteniendo la convergencia sobre el mismo

medio fisico.

e Control centralizado via SDN: Gracias a protocolos abiertos como OpenFlow, un
controlador SDN puede programar en tiempo real las reglas de encaminamiento en
OvS. Esto posibilita optimizar el uso del ancho de banda GPON asignando
prioridades o anchos de banda garantizados a ciertos servicios, y adaptando las

politicas instantaneamente ante cambios en la demanda.

o Interoperabilidad y estandar abierto: OvS, al ser soffware abierto y ampliamente
soportado, puede interactuar con multiples equipos y tecnologias. Esto facilita la
convergencia de la solucion GPON tradicional con la infraestructura virtual; por
ejemplo, el controlador puede comunicarse con OvS para coordinar el filtrado
multicast, QoS o reconfiguracién de topologias sin necesidad de hardware

propietario especifico.

En resumen, la inclusion de Open vSwitch como nucleo de conmutacién virtual en la red
GPON aporta la flexibilidad de una red definida por software al segmento de acceso,

permitiendo ajustar y escalar el comportamiento de la red dptica mediante software.

4.2.4. Comandos basicos

La administracién de Open vSwitch se realiza mediante una serie de herramientas de linea
de comandos (CLI) que facilitan desde la creacién de bridges hasta el control de flujos. A

continuacion, se muestran algunos comandos esenciales con ejemplos [36]:
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1. Crear un Bridge

e Comando:
ovs-vsct! add-br brO

e Explicacién: Crea un bridge virtual denominado “br0” que actuara como el punto

central de conmutacion para agrupar interfaces (fisicas o virtuales).
2. Listar Bridges Configurados

e Comando:

ovs-vsctl list-br

e Explicaciéon: Muestra la lista de todos los bridges configurados en el sistema,

facilitando la verificacion de la infraestructura implementada.
3. Agregar una Interfaz al Bridge

e Comando:
ovs-vsctl add-port br0O eth1

o Explicacion: Ahade la interfaz “eth1” al bridge “br0”, integrandola en la gestion de

trafico de OvS.
4. Configurar una Interfaz en Modo Acceso (Asignar Tag VLAN)

e Comando:
ovs-vsctl set port eth1 tag=10

e Explicacion: Configura la interfaz “eth1” en modo acceso, asignandole el tag VLAN

10 para que todo su trafico pertenezca a esa VLAN.
5. Configurar una Interfaz en Modo Trunk (Permitir Multiples VLANs)

e Comando:
ovs-vsctl set port eth2 trunks=10,20,30

o Explicacion:
o El primer comando pone a “eth2” en modo trunk.

o El segundo define la lista de VLANSs (10, 20 y 30) que se permitiran a través

de ese puerto, permitiendo el paso de trafico etiquetado de diversas VLANSs.
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6. Listar Puertos Asociados a un Bridge

Comando:

ovs-vsctl list-ports brO

Explicacion: Muestra las interfaces actualmente asociadas al bridge “br0”,

permitiendo confirmar qué puertos estan configurados.

7. Ver la Configuracién Detallada de una Interfaz

Comando:

ovs-vsctl list port eth1

Explicacién: Retorna todos los parametros y opciones asociados a la interfaz
“eth1” (incluyendo el estado del tag y el modo VLAN), facilitando la revision

detallada de la configuracion.

8. Eliminar una Interfaz del Bridge

Comando:

ovs-vsctl del-port br0 eth1

Explicaciéon: Remueve la interfaz “eth1” del bridge “br0”, desvinculandola de la

gestion de OvS y permitiendo su reconfiguracion o retiro.

9. Ver Flujos Activos en el Bridge

Comando:

ovs-ofctl dump-flows brO

Explicacion: Muestra la tabla de flujos actualmente instalada en “br0”,

proporcionando detalles como coincidencias, acciones, y contadores de paquetes
y bytes.

10. Agregar un Flujo de OpenFlow (Ejemplo: Permitir Trafico HTTP)

Comando:
ovs-ofctl add-flow br0 "tcp,tp_dst=80, actions=normal”

Explicacién: Inserta una regla en la tabla de flujos del bridge “br0” para reenviar
trafico TCP cuyo destino sea el puerto 80, permitiendo asi el acceso a servicios
HTTP.
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11. Eliminar Todos los Flujos del Bridge

e Comando:

ovs-ofctl del-flows brO

e Explicacién: Borra todas las entradas de la tabla de flujos en “brQ”. Esta accion es

util para reiniciar la configuracion de flujo o durante procesos de depuracion.
12. Mostrar Estadisticas del Datapath

e Comando:

ovs-dpctl show

e Explicaciéon: Proporciona informacion sobre el estado y rendimiento del datapath
de OvS, incluyendo datos sobre puertos, numero de flujos instalados y estadisticas

de aciertos en caché.
13. Reconfigurar Opciones de un Puerto (Ejemplo: Bonding)

e Comando:

ovs-vsctl set port eth1 other_config:bond_mode=active

o Explicacioén: Permite modificar opciones avanzadas de un puerto, en este caso
para configurar el modo de enlace (bonding) a “active”, lo que puede ser util en

implementaciones con enlaces redundantes.
14. Consultar el Estado del Demonio de OvS

e Comando:

ovs-appctl info

e Explicacién: Ofrece informacion detallada del estado del demonio ovs-vswitchd,
incluyendo métricas de rendimiento y otros datos relevantes para la supervision en

tiempo real.

4.3. Virtual Router VyOS

4.3.1 Definicion

VyOS es una plataforma de routing de codigo abierto basada en GNU/Linux que integra

multiples funciones de red en una uUnica imagen de software. Gracias a su arquitectura
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modular y flexible, VyOS puede implementar servicios esenciales como enrutamiento
dinamico, cortafuegos (firewall), VPN (Virtual Private Network), NAT (Network Address
Traslation), entre otros, todo gestionado a través de una interfaz de configuracién unificada.
Se trata de un sistema operativo de red de nivel empresarial que compite con soluciones
comerciales tradicionales, pero que puede ejecutarse en hardware estandar x86 o en
entornos virtualizados y en la nube [37]. Al ser independiente de la plataforma en la que se
ejecute, VYOS es ideal para entornos NFV, ya que puede desplegarse tanto sobre

servidores bare-metal como sobre maquinas virtuales, adaptandose a diversas topologias.

4.3.2 Arquitectura y funcionamiento

VyOS se caracteriza por una arquitectura modular que unifica varias funciones de red bajo
una misma interfaz de administracién. Entre los aspectos mas destacados de su

funcionamiento, podemos mencionar:

e CLI unificada con gestion transaccional: VyOS provee una interfaz de linea de
comandos consistente para configurar todos sus servicios. La sintaxis es
declarativa, permitiendo editar una configuracién candidata que luego se confirma
(commit) o de se vuelve atras (rollback) en conjunto. Este enfoque garantiza que
cualquier cambio pueda revisarse y revertirse si es necesario, proporcionando

seguridad y control en la administracién de la red.

e Funciones de red integradas: Dentro de una instancia VyOS coexisten
funcionalidades de router IP (routing estatico y dindmico mediante protocolos como
OSPF, BGP), cortafuegos de inspeccion de paquetes (basado en iptables/nftables),
VPN (soporta IPsec, OpenVPN, WireGuard, etc.), NAT (Source NAT, Destination
NAT) y otros servicios (DHCP, QoS, etc.). Esta integracion elimina la necesidad de
multiples dispositivos especializados, ya que una sola maquina VyOS puede asumir

el rol de varios equipos de red tradicionales.

e Flexibilidad de despliegue: VyOS puede operar en una amplia gama de
plataformas gracias a su naturaleza de software. Puede instalarse en hardware
dedicado (appliances, PC estandar) o como una maquina virtual en KVM, VMware,
Hyper-V, VirtualBox, e incluso desplegarse en instancias de nube publica. Esta
portabilidad permite que lo utilicemos tanto en laboratorios virtualizados como en
produccion. En nuestro escenario, VyOS corre como maquina virtual dentro del

entorno NFV, facilitando su conexién con OvS y otros componentes de la red.
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e Actualizaciones e imagen inmutable: \VyOS se distribuye como una imagen de
sistema (ISO/OVA) que incluye todo el sistema operativo y las aplicaciones de red.
Las actualizaciones se realizan mediante instalacion de una nueva imagen en
paralelo, lo que aporta estabilidad (se puede retroceder a la imagen anterior en caso
de fallo). Esta filosofia, similar a la de enrutadores comerciales, aporta confiabilidad

al introducir cambios de software.

En conjunto, estos elementos hacen de VyOS una solucion muy robusta y manejable para

ejercer de router virtual en entornos NFV [37].

VyOS CLI Layer HTTPS API Layer
VyOS Configuration Layer
FRR Strongswan Open VPN Accel-PPP App Layer
Linux Kernel

Any x86 64 bit based HW Hypervisor Cloud Provider Docker

Figura 21. Arquitectura modular de VyOS [69].

4.3.3 Integracién en entornos GPON

Esta seccion detalla la integracion del router VyOS para la provision del servicio de datos

mediante una VLAN dedicada.
Flujo de Datos y Conectividad del Servicio

El flujo de datos desde las ONT hacia Internet sigue un camino especifico a través de la
VLAN 100. La terminal de linea éptica (OLT) encapsula el trafico generado por cada ONT
en un GEM-Port especifico, etiquetandolo con la VLAN 100 para identificarlo como trafico

de datos.
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El puerto Ethernet de la OLT opera en modo trunk y transporta esta VLAN etiquetada hacia
el Open vSwitch (OVS) ejecutandose sobre el Ordenador/Servidor central. Para que los
abonados puedan acceder a Internet, es fundamental que el trafico de la VLAN 100 llegue
al OVS, donde se establece la conexion con el puerto virtual correspondiente que aloja el
servidor/router VyOS. Este servidor/router virtual actia como la puerta de enlace hacia
Internet, procesando todo el trafico de datos de los abonados conectados a través de la
VLAN 100

Topologia de interfaces VyOS:

Tabla 8. Relacion de interfaces del router VyOS.

Interface VyOS Conexion logica Descripcion

eth0.100 VLAN 100 (datos) Puerta de enlace
predeterminada para todas
las ONT

ethl Red troncal Conectividad hacia el nicleo
[P del proveedor e Internet

loopbackO0 Gestion Direccién de gestion y
monitorizaciéon (SNMP,
NetFlow)

El trafico generado por las ONT se dirige desde la interfaz eth0.100 hacia eth1, donde se
implementa NAT Masquerade. Esta configuraciéon permite que multiples abonados
compartan un conjunto limitado de direcciones IP publicas, ocultando asi su esquema de

direccionamiento interno.

En sintesis, tenemos la siguiente secuencia que sigue nuestra red para el servicio de datos:
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:
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'

Router virtual VyOS
enmascara trafico hacia la red

Figura 22. Secuencia del trafico de datos ascendente y descendente. Elaboracién propia.
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4.4. Servicio IPTV

4.4.1 Definicion

La Television por IP (IPTV) es un sistema que entrega los servicios televisivos utilizando el
protocolo IP (Internet Protocol) sobre una red de banda ancha, en lugar de las senales
tradicionales de cable o satélite [38]. Esto permite ofrecer al usuario contenido audiovisual
(canales de TV en vivo, video bajo demanda, etc.) a través de su conexién de datos,
aprovechando técnicas de streaming y multicast, e integrando la TV dentro de los servicios

convergentes de telecomunicaciones.
4.4.2 Funcionamiento del protocolo IGMPv3

El protocolo de Internet Group Management (IGMP) es la pieza clave para la gestion
eficiente de transmisiones multicast en redes. En nuestro servicio IPTV, usamos IGMPv3
(versién 3) para que los clientes puedan unirse o salir dinamicamente del grupo multicast
del canal de TV, recibiendo Unicamente las emisiones que les interesan. A continuacion,

se describe el proceso:

e Emisiéon multicast desde el servidor IPTV: El servidor de video (VLC) envia el
stream de TV en vivo a la direccion multicast 239.1.1.1 (direccién IP utilizada en la

implementacién) viajando una sola vez hasta la OLT.

o Distribucion en la red GPON: La OLT encapsula el flujo multicast en tramas GEM
sobre la fibra y, a través del splitter 6ptico, lo hace llegar a todas las ONT de los
abonados simultaneamente. Inicialmente este trafico multicast es “broadcast” en el
segmento GPON, pero gracias a IGMP Snooping (escucha de IGMP) en los

switches/OLT, se puede controlar su distribucion.

e Solicitud de unién por el cliente (IGMP Join): Cuando un usuario final selecciona
el canal en su cliente IPTV, el dispositivo envia un mensaje IGMPv3 Membership
Report anunciando su intencion de unirse al grupo multicast 239.1.1.1. IGMPv3
permite que este mensaje incluya informacion sobre las fuentes deseadas del flujo.
En nuestro caso de Single Source Multicast (SSM), el reporte IGMPv3 indicara en
modo Include que acepta trafico unicamente del servidor IPTV (filtrando cualquier

otra posible fuente).

e Propagacion y filtrado: Los equipos de la red (la OLT o un switch virtual con

funcién de IGMP Snooping, como puede ser OvS) interceptan los mensajes IGMP.
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IGMP Snooping construye tablas de suscripcion: solo mantiene el puerto (o la ONT)
del usuario que solicitdé el canal como asociado al grupo 239.1.1.1 [39]. De este
modo, cuando la OLT reciba el flujo multicast, reenviara ese trafico solamente hacia
la(s) ONT correspondientes a usuarios suscritos, en lugar de inundarlo a todos [39].
Esto optimiza el uso de ancho de banda en la GPON vy evita saturar de datos a

quienes no los han solicitado.

Recepcion del canal: Finalmente, la ONT del usuario que se uni6 pasa el flujo
multicast a su red doméstica, y el cliente IPTV reproduce el canal en tiempo real. Si
otro usuario en la misma red GPON desea el canal, la red no necesita una nueva
transmisién: simplemente su ONT se afadira al grupo existente y recibira el mismo

flujo distribuido.

67



Inicio: Servidor IPTV emite
multicast a 239.1.1.1

'

OLT encapsula en tramas GEM
y lo envia por GPON

'

Splitter éptico distribuye a
todas las ONT (modo
broadcast inicial)

'

Cliente IPTV selecciona canal
y envia IGMPv3 Membership
Report (modo Include, fuente =
servidor)

'

OLT/Switch intercepta IGMP y
actualiza tabla de IGMP
Snooping

'

Solo se reenvia flujo multicast
a ONT de usuarios suscritos

!

ONT entrega el flujo multicast
al cliente

!

Cliente IPTV reproduce el
canal en tiempo real

!

¢ Otro usuario desea el canal?

S‘/ \No

Y v

Se afiade su ONT al grupo
multicast y recibe el mismo flujo

Fin del proceso

Figura 23. Secuencia del trafico de IPTV. Elaboracion propia.



4.4.3 Integracioén de IPTV en la red GPON

Una vez descrito el funcionamiento a nivel de protocolo de red, pasamos a ver como este

servicio se ofrece.

En nuestro esquema de red GPON virtualizada se ha desplegado un servicio IPTV como
parte de la oferta. El servidor central de IPTV utiliza software VLC para emitir en tiempo
real contenido multimedia como flujo multicast hacia la red (direccion de grupo 239.1.1.1).
Gracias a la arquitectura GPON, la OLT replica este flujo multicast hacia todos los ONT de
los usuarios a través del divisor optico, sin duplicar el trafico por usuario (una Unica emision
es compartida por todos). Cuando un usuario desea sintonizar el canal IPTV transmitido,
su cliente IPTV realiza un mecanismo de suscripciéon a ese flujo multicast empleando el

protocolo IGMP.

Para poder llevar a cabo este servicio en la red implementada en este TFG, hay que llevar

a cabo las siguientes configuraciones.
Lado del servidor

Del lado del servidor, hemos de configurar los siguientes pardmetros para poder emitir
correctamente en la direccién multicast establecida para que los usuarios finales de la red

GPON puedan unirse al grupo y visualizar la transmision correspondiente.

En primer lugar, tenemos que seleccionar la opcién de “emitir” en el VLC servidor y nos

saldra el siguiente menu:
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& Abrir medio

] Archivo (%) pisco “#* Red [} Dispositivo de captura
Seleccidn de archivos

Seleccione archivos locales con la siguiente lista y botones.

l + Afiadir... l

Usar un archivo de subtitulo

C] Mostrar mds opciones

Cancelar

Figura 24. Configuracion servidor IPTV 1.

Estando en el menu representado por la figura 24, afadimos un archivo multimedia, que
sera el ofrecido a los usuarios finales que estén suscritos a este servicio. Posterior

pasaremos al siguiente menu que se muestra en la figura 25.

&4 Salida de emision ? b

Configuracion de destino
Seleccione destinos a los que transmitir

+

Afiada destinos siguiendo los métodos de emisidn que necesite. Asegidrese de comprobar con transcodificacidn
que el formato es compatible con el método usado.

Nuevo destino Archivo - Afiadir
Archivo

[ Mostrar en local HTTP
MS-WMSP (MMSH)
RTSP

RTP / MPEG Transport Stream

RTP Audio/Video Profile _l
UDP (lega ite Cancelar

Icecast

Figura 25. Configuracién servidor IPTV 2.
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En la figura 25 se elige el protocolo deseado para la transmisién de video. Seleccionamos
el que consideremos, en este caso UDP (legacy) y pasamos a configurar la direccion
multicast y el puerto en el que se va a emitir la transmisién, como se observa en la figura
26.

&% Salida de emisidn ? b4

Configuracion de destino
Seleccione destinos a los que transmitir

Bl uor B

Este mddulo envia la emisidn transcodificada a una red a través de UDP.

Direccion 239.1.1.1

Puerto 1234 5

Atrds Siguiente l Cancelar

Figura 26. Configuracion servidor IPTV 3.

Si todo ha ido bien, se emitira el archivo multimedia seleccionado en la direccion multicast:
239.1.1.1 y el puerto 1234.

Lado del cliente

En el otro extremo, se encuentra el usuario final, el cual cuenta con un cliente IPTV para

unirse al grupo multicast que este emitiendo dentro de la red.

Para ello, el cliente tiene que seleccionar la opcién de reproducir dentro del del VLC en
cuestién y establecer la direccion multicast a la que se quiere unir como se muestra en la

figura siguiente:
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& Abrir medio — X

: Archivo ':E:' Disco “#" Red = Dispositivo de captura

Protocolo de red
Introducir una URL:

udp://@239.1.1.1:1234 w

("] Mostrar més opciones

Reproducir |+ Cancelar

Figura 27. Configuracion servidor IPTV 4.

4.5. Servicio VolP

4.5.1 Definicion

En la red GPON desarrollada, se implementa un servicio de Voz sobre Protocolo de Internet
(VolP), el cual permite comunicaciones de voz utilizando la infraestructura de datos optica
de lared. VolIP es la tecnologia que digitaliza la voz en paquetes de datos IP y la transporta
a través de la red en lugar de emplear la telefonia conmutada tradicional [40]. En esencia,
la voz se envia por Internet de igual forma que otros datos, aprovechando la capacidad de
la red GPON para integrar servicios. Este servicio forma parte de la soluciéon convergente
de nuestra red, orientada a ofrecer comunicaciones de alta calidad mediante la priorizacién

y gestion centralizada del trafico de voz.
4.5.2 Protocolos de senalizacion y transporte

Protocolo de inicializacion de sesién (SIP)

Para el establecimiento y control de las llamadas VolP se utiliza el Protocolo de Iniciacion
de Sesion (SIP), definido por IETF como estandar para sefializaciéon de sesiones

multimedia [40]. SIP se encarga de la sefalizacion: es decir, del registro de terminales, del
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marcado o invitacion a una llamada, la negociacién de parametros (codecs, direcciones) y

la terminacion de la sesion.
Protocolo de transporte en tiempo real (RTP)

Una vez establecida la llamada a través de SIP, el audio se transmite mediante el Protocolo
de Transporte en Tiempo Real (RTP), el cual opera sobre UDP proporcionando el envio de
paquetes de voz con los requisitos de baja latencia y minima pérdida necesarios para
mantener la calidad de la comunicacion [41]. En VolP, RTP lleva la voz codificada (p. e;.,
con cédecs G.711, OPUS, etc.), incluyendo mecanismos para numerar paquetes y detectar

pérdidas o jitter.
Integracién SIP+RTP

La combinaciéon SIP+RTP conforma la base de cualquier servicio VolP moderno: SIP
instala la llamada (es decir, quién habla con quién, cuando y cémo), y RTP mueve la voz

en tiempo real entre los interlocutores.

5 0 S WOr(
1 .\_\_\ r/’_,.,-o-
W «
sk & | RP |
TCcp upp
P Base protocols
Ethernet

Figura 28. Pila de protocolos utilizada en comunicaciones VolIP.
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4.5.3 Integracion de VolP a la red GPON

Para integrar este servicio en la red desarrollada en este TFG, es necesario implementar

un componente clave en la infraestructura de comunicaciones. Este es la centralita IP PBX

(Private Branch Exchange), que actua como servidor central de comunicaciones VolP.

> . SD o
Asterisk FreePBX

let freedom ring™

Figura 29. Servidor PBX Asterisk.

Nuestra PBX virtualizada administra las llamadas dentro de la red GPON, desempefiando

varias funciones:

Establecimiento y enrutamiento de llamadas: La PBX recibe las solicitudes SIP
de inicio de llamada desde los teléfonos IP o0 adaptadores de los usuarios. Segun
el numero marcado, decide si la llamada es interna (otro abonado en la misma red)
o externa. En llamadas internas, la PBX conecta directamente a los dos usuarios a
través de la red IP local. En llamadas a la red telefénica tradicional, la PBX enruta
la llamada hacia un gateway SIP-Trunk o PSTN de salida. En ambos casos, la PBX
gestiona la sefalizacion SIP necesaria para tirar (hacer sonar) el otro extremo y

conecta los flujos RTP una vez aceptada la llamada [43].

Gestion de servicios avanzados: La centralita proporciona caracteristicas de
valor anadido propias de sistemas empresariales. Por ejemplo: buzén de voz
(almacena mensajes cuando un usuario no contesta), desvio de llamadas (redirige
llamadas entrantes a otro nimero segun horario u ocupacién), conferencias de voz
multiusuario, locuciones automaticas (IVR) y colas de espera con

musica/enunciados. Estos servicios enriquecen la experiencia del usuario y

74



mejoran la eficiencia en comunicaciones corporativas, siendo todos administrados
por la légica de la PBX [43].

e Integracién en la infraestructura convergente: Al estar alojada como funcion
virtual en la red GPON, la PBX puede interactuar con mecanismos de red para
garantizar la calidad de voz. Por ejemplo, la PBX puede marcar los paquetes RTP
con ciertas etiquetas de prioridad (DiffServ/DSCP) para que la OLT y los switches
den trato preferente a la voz. Asimismo, la PBX se beneficia del alto ancho de banda
de la fibra optica, que permite soportar multiples llamadas simultaneas de alta
calidad (incluso Voz HD), y de la baja latencia de la red GPON. En nuestro
despliegue, la PBX esta configurada para trabajar juntamente con las VLAN y
politicas QoS de la OLT, priorizando el trafico de voz sobre otros flujos de datos y

garantizando asi una comunicacion clara e ininterrumpida [44].

La implementacion de VolP en una red GPON requiere la configuracion adecuada de
mecanismos de QoS para asegurar que el trafico de voz tenga la prioridad necesaria,
disminuyendo la latencia, el jitter y, de esta forma, garantizando la calidad en la
comunicacioén. Con esta integracion, el servicio de VolP no solo permite una comunicacion
clara y eficiente, sino que también facilita la gestion centralizada de las llamadas mediante

la PBX, lo que es critico para entornos empresariales y de alta demanda.
En resumen, el servicio VolP sobre GPON se configura mediante:
e Protocolo SIP: Para la sefalizacion y establecimiento de llamadas.
e Protocolo RTP: Para el transporte en tiempo real de audio.

e Centralita PBX: Como servidor de comunicaciones que gestiona y enruta las
llamadas, integrandose con la infraestructura convergente y aplicando politicas

QoS que aseguran la calidad del servicio.

De esta manera, la forma de funcionamiento que sigue este servicio es como se muestra

en la figura 30
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Figura 30. Flujo de comunicacion VolP [70].

Esta solucién permite ofrecer un servicio de comunicaciones VolP robusto y escalable en
la red GPON, garantizando tanto la calidad de las llamadas como la eficiencia en el manejo

del trafico de voz.

4.6. Servicio CCTV

4.6.1 Definicion

Un Circuito Cerrado de Television (CCTV) es un sistema de videovigilancia en el que las
sefiales de video permanecen dentro de un dominio privado y no se difunden publicamente
[45] [46]. Sus elementos basicos incluyen camaras IP, dispositivos de almacenamiento en
red (Network Video Recorder — NVR) y un sistema de gestion de video (Video Management
System — VMS) para supervision y analisis [47].

Cuando este servicio se soporta sobre una red GPON, la alta capacidad de la fibra 6ptica
y su baja latencia permiten transportar flujos de video de alta definicion (HD) o ultra alta

definicion (4K) en tiempo real sin degradacién perceptible [48].
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4.6.2 Arquitectura y funcionamiento

e Captura y codificacion: Cada camara IP, generalmente alimentada mediante PoE
(Power over Ethernet), captura video y lo codifica utilizando estandares de
compresion eficientes (H.264/H.265) [49]. Luego envia estos flujos mediante RTP
sobre UDP [50].

e Transporte hasta la OLT: Las camaras se conectan directamente a la ONT
mediante Ethernet. La ONT encapsula el trafico en GEM para transportarlo a través
de la fibra 6ptica hacia la OLT [51].

e Concentracion: La OLT agrega los flujos provenientes de todas las ONT
conectadas y los envia centralizadamente al NVR o al centro de monitoreo para su

almacenamiento y gestién [51].

e Gestién y visualizacion: El sistema VMS permite supervision en vivo,
reproduccién histérica de grabaciones y diversas funciones analiticas para

potenciar la seguridad [52].

EPON ONU/ IP camera
“ -

vv_' IP camera

- 4

oLT GPON GPON ONU oy ' |P camera
-

EPON
e IP camera

GPON ONU y ' IP camera

WY |
N

w* |P camera
——

Figura 31. Esquema genérico CCTV-GPON
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4.6.3 Integracién con la red GPON

La integracion del servicio de circuito cerrado de television se basd en los siguientes

puntos:

e Aislamiento mediante VLAN: El trafico CCTV se transporta en la VLAN 400,
separada del trafico de datos, VolP o IPTV, garantizando un aislamiento efectivo
[46].

e Priorizacién del trafico: Tanto la OLT como los switches aplican mecanismos
avanzados de QoS, utilizando colas de alta prioridad especificamente para los flujos

de video, minimizando asi la latencia y pérdida de paquetes [46].

o Escalabilidad sencilla: Afadir nuevas camaras implica unicamente conectar los
dispositivos a puertos disponibles en la ONT o a switches PoE locales. La
infraestructura GPON tiene capacidad suficiente para absorber canales adicionales

sin necesidad de modificaciones complejas en el cableado [53].

o Seguridad mejorada: El aislamiento mediante VLAN, junto con la autenticacién de
ONT, garantiza que solo dispositivos autorizados puedan acceder a los flujos de

video. EI NVR concentra las grabaciones en un entorno centralizado y protegido.

En resumen, integrar CCTV sobre GPON ofrece una solucion con centralizacion eficiente,
calidad excepcional del video y facilidad de expansion. Mediante configuraciones flexibles
(VLAN y QoS), el operador asegura un servicio robusto y escalable sin necesidad de

desplegar infraestructura adicional paralela [53].
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Camara IP Captura el video y
viaja a la red GPON

RTP/UDP

v

ONT

GPON

v

OLT identifica la VLAN
asociada al servicio de CCTV
(VLAN 400)

Ethernet

v

OvS conmunta hacia el NVR

l

NVR (Centro de monitoreo)
almancena el video y el
servidor web del CCTV

Figura 32. Flujo de comunicacion: camara IP y NVR. Elaboracion propia.
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Capitulo 5. Implementacion del escenario GPON-
SDN

5.1. Introduccion

En este capitulo se describe de manera detallada el proceso de implementacién del
escenario GPON-SDN disefiado en este TFG. A partir de los conceptos teodricos vy el
analisis de requisitos expuestos en capitulos anteriores, se procede a integrar la tecnologia

de redes Opticas pasivas (GPON) con un plano de control definido por software (SDN).

Para ello, se presenta primero la topologia de red implementada en el entorno de
laboratorio, asi como los componentes hardware y software empleados (OLT, ONTs,
controlador SDN y agentes de red). A continuacién, se detallan las fases de configuracion
y puesta en marcha: desde la inicializacién de los dispositivos de red, pasando por la
parametrizacién del controlador SDN y la definicidn de las politicas de reenvié de trafico,

hasta la validacion final mediante pruebas de rendimiento y funcionamiento.
La organizacidn de este capitulo es la siguiente:

e Descripcion de los componentes de la red.
e Configuracion de la red GPON.

e Configuracion del Open virtual Switch.

o Configuracion de los servicios virtualizados.

¢ Integracion del controlador SDN.
5.2. Descripcion de los componentes de la red

Los componentes utilizados para la implementacion de la red GPON-SDN son los

siguientes:

e Una SmartOLT 240.
e Dos Routers-ONT WaveAccess 4520.

e Tres ordenadores de sobremesa.

Una vez nombrados los componentes principales de nuestra red, pasaremos a hacer una

breve descripcion sobre el rol que toma cada uno de ellos en nuestra red.
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En primer lugar, tenemos la SmartOLT 240 que interconecta los servicios virtualizados con
la red GPON establecida, siendo un componente principal de nuestra red, debido a que es
el encargado de reenviar el trafico a los distintos usuarios de la red teniendo en cuenta el

etiquetado VLAN de cada trama que llega a este equipo.

En segundo lugar, tenemos a los dos Routers-ONT WaveAccess 4520, representando a
los dos usuarios que estan dados de alta en la red, y con la capacidad de ofrecer los

distintos servicios que tengan contratados cada uno como veremos mas adelante.

En tercer lugar, dos ordenadores de sobremesa que contaran con clientes (software)
especificos para poder acceder a cada servicio que tenga contratado el usuario en

cuestion.

En cuarto lugar, un ordenador de sobremesa ubicado del lado del servidor, que integra los
distintitos servicios virtualizados, mediante el Open Virtual Switch, encargado de conmutar
las tramas provenientes de cada servidor hacia la Smart OLT 240 mencionada

anteriormente.

Para un mayor entendimiento sobre la arquitectura de la red desarrollado, véase el

siguiente esquema de red:

Ordenador con Servicios virtualizados e
integrados al Open Virtual Switch.

Router-ONT
=1 WaveAccess 4520

5P| Y ‘
SmartoLT 240 Divisor &ptico /

yF__/
1
f—=a :
- = 0 —
1= -
e, — | Router-ONT
ﬁ’ E WaveAccess 4520

~—

|

Figura 33. Esquema general de la red GPON implementada. Elaboracion propia.

En la Figura 33 se presenta, de manera esquematica, la topologia de red disehada e
implementada en este Trabajo de Fin de Grado. En el extremo izquierdo, previo a la
SmartOLT 240, se ubica el servidor, constituida por un Unico ordenador de sobremesa que

alberga:
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1. Servicios virtualizados de voz, video, datos y CCTV, desplegados en maquinas

virtuales independientes.

2. Open vSwitch (OvS), que actia como capa de conmutacién virtual y gestiona el

encaminamiento interno entre las instancias de servicio.

3. Funciones de red adicionales, integradas en el mismo equipo para centralizar la

orquestacion y facilitar el mantenimiento.

Cada maquina virtual se conecta al OvS, lo que permite una conmutacion eficiente de los
distintos flujos de tréfico hacia la SmartOLT 240.

La SmartOLT 240 cumple la funcién de multiplexor y distribuidor 6ptico:

e Multiplexacién: combina los flujos de voz, video, datos y CCTV en una unica senal

Optica de banda ancha.
o Transmision: envia dicha sefial a través de fibra hasta un divisor 6ptico.

o Distribucion: el divisor atenla y reparte uniformemente la sefial Optica,
garantizando que cada Terminal de Red Optica (ONT WaveAccess 4520), situadas
en el extremo derecho del diagrama, reciba la potencia necesaria para ofrecer al

usuario final los servicios con la calidad y el nivel de servicio previstos.

Después de haber realizado una descripcion esquematica, pasamos a ver el montaje de la

maqueta GPON de manera fisica como se ve en la figura 34.
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Figura 34. Maqueta fisica GPON. Elaboracion propia.
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Como se puede observar en la figura 34, la maqueta de la red se divide en tres sectores

o tramos:

e Servidor: conectado a la red GPON a través de la interfaz fisica (enp6s0) de red

del ordenador de sobremesa. Figura 35.

Figura 35. Interfaz de red fisica de salida desde el Servidor hacia la OLT. Elaboracioén propia.

e Red GPON: interconexion entre el servidor y los usuarios finales. La interfaz enp6s0
del servidor se conecta a la interfaz de transporte PORT 0 de la OLT, y esta a su
vez, a través de un enlace de fibra éptica por la interfaz PON 0 de la OLT cada ONT

correspondiente a cada usuario. Figura 36.
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Figura 36. Equipos GPON: OLT, ONT 1, ONT 2. Elaboracién propia.
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e Usuarios finales: abonados a la red, subscritores de los servicios ofrecidos en la

misma. Figura 37.

Usuario | conectado a ONT1
Usuario 2 conectado a ONT 2

DEPARTAMENTO DE INGENIERIA TELEMATICA

.

F:
s § © ¥ LABORATORIO DE
2. DEPARTAMENTO DE INGENIERIA TELEMATICA TRANSMISKIN POR LINEA
S LABORATORIO DE : % =

TRANSMISION POR LINEA
o -

Figura 37. Usuarios finales (Abonados a la red GPON). Elaboracién propia.

5.3. Configuraciéon de la red GPON

En este apartado se describira la conexion e interconexidon de cada componente de la red.

Empezando por la OLT:

Para realizar la configuraciéon de este equipo, hicimos uso del Telnet GPON Management
System (TGMS), desarrollado por el fabricante Telnet, es un software que permite al
administrador configurar los servicios y parametros de la red GPON mediante la siguiente
interfaz grafica:
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Hacemos posible la
Sociedad de la Informacion
GPON Management System oLTs Profiles Subscribers Alarms Log Configuration Disconnect
(J Use filter = Add New OLT OLT_TFG > PON: 0
MANAGED OLTs (o) DETAILS Online o
.1 OLT_TFG A PON ON OLT
172.26.128.38 v a PON: 0
All PON OLTIP: 172.26.128.38:6379
Serial Number: 00:09:58:DD:03:0F
Registered ONUs: 2
Online ONUs: 2
PON: 1 ONU Errors: 0
Incomplete ONUs: 0
Disabled ONUs: 0
PON: 2 Active Alarms: 1 A
PON: 3 )
iZ Details

Figura 38. Menu principal del TGMS. Elaboracion propia.

Como podemos observar en la figura 38, tenemos que en la parte de la izquierda la OLT

que estamos utilizando esta dada de alta como “OLT_TFG”, en la parte central conectada

al puerto PON 0 y en la parte de la derecha un resumen de la configuracién implementada

enla OLT.

5.3.1 Alta de las ONTs

Antes de empezar con la configuracién de los servicios, hay que dar de alta a las dos ONT’s

que vamos a utilizar en nuestra red GPON.

OLT: OLT_TFG

Registered ONUs

qQ

+ PON ID FEC
® 0 0 auto
® 0 1 auto

Disabled ONUs

x OLT_TFG>PON: 0 v
Subscriber Vendor ID Vendor Specific  Profile Status Online o
ONU_L3_USER 0x544c5249  0x5b044bbc ONU_L3 Online R
ONU_L3_USER2 0x544ch249  0x5b0458be ONU_L3_2 Online LN

Figura 39. Parametros configurados de cada ONT. Elaboracion propia.
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En la figura 39, podemos observar los distintos parametros que componen la configuracion

de las dos ONTs utilizadas en la red. Representando cada uno de ellos lo siguiente:

e PON: puerto PON de la OLT al que se encuentran conectadas las ONT’s.
e ID: identificacion autoincrementa de la ONT dada de alta.

e FEC: mecanismo de correccion de errores con técnicas de redundancia.
e Subscriber: Usuario final conectado a la ONT correspondiente.

e Vendor ID: identificador del fabricante.

o Vendor Specific: ultimos 4 octetos de la direccién MAC de cada ONT.

e Profile: descripcion del perfil de cada ONT.

e Status: Estado en el que se encuentra la ONT.

5.3.2 Configuracién de los mapas de ancho de banda

Posteriormente, se deben configurar los mapas de ancho de banda y los mapas de VLAN,
los cuales se encargan, respectivamente, de limitar la cantidad maxima de informacion a

transmitir y de etiquetar las tramas con el numero de VLAN correspondiente al servicio

especifico.
Profiles Services Bandwidth Maps VLAN Maps VolP Servers Multicast Packs Multicast Channels

Information Downstream (Kbs) Upstream (Kbs) 6
+ Bandwidth map Flow Type Status Reporting BW Allowed Excess BW Best Effort
[ BW_IPTV_Multicast Data NSR 49984 0 49984 0 x
® BW_IPTV_IGMP Data NSR 512 0 512 0 x
L4 BW_DATA Data NSR 499968 0 499968 0 x
® BW_VolP VolP NSR 960 0 960 0 »
L4 BW_DATA_100 Data NSR 99968 0 99968 0 x
® BW_VIDEO_CAMARAS_IP Data NSR 29952 0 20952 0 E

Figura 40. Mapas de ancho de banda. Elaboracion propia.

La Figura 40 muestra la pestana “Bandwidth Maps” de la interfaz de gestion de red, donde
se listan los distintos perfiles de ancho de banda definidos. Para cada mapa aparece:

Bandwidth map: Indica el nombre del perfil de ancho de banda configurado, asociado
especificamente a distintos tipos de servicios, tales como IPTV Multicast, datos, VolP o

camaras IP.
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Flow Type: Especifica la categoria del trafico gestionado por cada perfil. Los tipos
principales son Data (trafico general), VolP (voz sobre IP) e IGMP (trafico de gestion para

grupos multicast).

Status Reporting: Define el modo en que se reporta el estado del trafico. En este caso,
"NSR" (No Status Reporting) indica que no se realiza un reporte activo del estado del flujo,

simplificando la gestion.

Downstream: Representa la tasa maxima permitida de datos desde la red hacia el usuario

(descendente o downstream), expresada en kilobits por segundo (Kbps).

Downstream (Allowed Excess): Indica la cantidad adicional de trafico permitida que
puede superar temporalmente la tasa maxima configurada. En los perfiles mostrados esta

configurada a 0, indicando que no se permite exceso de trafico.

Upstream: Indica la tasa maxima permitida para el trafico enviado desde el usuario hacia

la red.

Upstream (Best Effort): Refleja una configuracién adicional para trafico ascendente en

modo "mejor esfuerzo”.

En conjunto, este listado facilita la visualizacién rapida de los limites de trafico aplicados a

cada servicio, asegurando que no se sobrepase la capacidad establecida.
5.3.3 Configuracion de los mapas de VLAN

Asociado a los mapas de ancho de banda se tienen que definir los mapas de VLAN, como

se muestra en la figura siguiente.

VLAN User - Priority User - Tag C - Priority C-Tag S - Priority §-Tag

CCTV Any 1400 Copy 400 Untagged Untagged
DATA Any 1100 Copy 100 Untagged Untagged
IPTV Any 1300 Copy 300 Untagged Untagged
VolP Any 1200 Copy 200 Untagged Untagged

Figura 41. Configuracion de los mapas de VLAN. Elaboracion propia.

Como se mencion6 anteriormente, en la Figura 41 se presenta la configuracion de los
Mapas de VLAN en el dispositivo de red, donde se definen cuatro dominios logicos para
segregar el trafico de CCTV, datos, IPTV y VolP. Cada entrada permite aceptar cualquier
prioridad entrante, copiar la etiqueta y la prioridad internas, y, finalmente, enviar las tramas

sin etiqueta VLAN al enlace ascendente.
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VLAN: |dentificador del perfil asociado al servicio especifico (CCTV, Datos, IPTV o VolIP).
Este perfil agrupa las reglas de etiquetado VLAN necesarias para gestionar correctamente

cada servicio en la infraestructura GPON.

User - Priority: Nivel de prioridad del trafico asignado por el usuario en la interfaz UNI
(interfaz del usuario final). Al aparecer "Any" se acepta cualquier prioridad asignada desde

los equipos del usuario.

User - Tag: Es la etiqueta VLAN que aplica la ONU al trafico saliente en la interfaz UNI
hacia el equipo del usuario. Este valor debe coincidir con la configuracion VLAN que espera
el equipo conectado a la ONU, especialmente relevante cuando la ONU esta en modo

router (nivel 3) y se conecta a dispositivos que trabajan con VLANSs.

C - Priority (Customer Priority): Prioridad del trafico en la red GPON (entre la ONU y la
OLT). La indicacion "Copy" implica que la prioridad asignada por el usuario (User-Priority)

se conserva y utiliza directamente en la red GPON sin modificaciones.

C - Tag (Customer Tag): Es la etiqueta principal utilizada para identificar y diferenciar los
servicios en la red GPON, entre la ONU y la OLT. Este valor siempre debe especificarse
explicitamente, ya que la OLT lo utiliza para enrutar correctamente cada tipo de servicio.
En la practica, debe coincidir con el valor del User-Tag para asegurar la correcta

transferencia del trafico etiquetado entre la red GPON vy la interfaz UNI de la ONU.

S - Priority (Service Priority): Nivel de prioridad asignado al trafico en la red de transporte
(red troncal), donde circula el trafico etiquetado con S-tag en caso de que exista doble
etiquetado (QinQ). La opcidn "Untagged" indica que en esta configuracién particular no se
esta utilizando doble etiquetado, por lo que no hay prioridad adicional aplicada en esta

capa.

S - Tag (Service Tag): Etiqueta VLAN adicional para redes que utilizan doble etiquetado
(QinQ) en la red de transporte. Diferencia a los distintos proveedores de servicios. La
configuracién "Untagged" sefala que en este caso especifico no se aplica esta etiqueta

adicional, utilizandose unicamente un etiquetado simple (C-tag).

La configuracion correcta de las diferentes VLAN en esta solucién GPON requiere definir
con precision tres tipos de etiquetas: la etiqueta de proveedor de servicio (S-Tag), la
etiqueta del cliente (C-Tag) y la etiqueta del usuario (User-Tag). En el trafico descendente,
proveniente de la red de transporte hacia la red GPON, la OLT elimina la S-Tag si se utiliza

doble etiquetado (QinQ), dejando unicamente la C-Tag para identificar y clasificar el
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servicio especifico (Datos, IPTV, VolP, CCTV, etc.). Al recibir estas tramas etiquetadas con
C-Tag, la ONU debe reenviarlas hacia el usuario final mediante su interfaz UNI, aplicando
la etiqueta correspondiente User-Tag que debe coincidir con la VLAN configurada en el
equipo conectado. Por otro lado, en el trafico ascendente (desde la interfaz UNI del usuario
hacia la OLT), la ONU recibe el trafico etiquetado con User-Tag por parte del equipo del
usuario, traduciéndolo directamente al C-Tag correspondiente para que la OLT reconozca

y enrute correctamente el servicio especifico hacia la red de transporte.

Inicio: Trafico descendente Inicio: Trafico ascendente
desde red de transporte desde usuario

I

Usuario envia trafico con User-
Tag o sin etiquetar

¢ Doble etiquetado (QinQ)?

N

Si No
OLT elimina S-Tag Se mantiene la etiqueta actual ONU traduce User-Tag a C-Tag

'

ONU reenvia C-Tag a OLT

! I

OLT anade S-Tag si es
necesario

l l

ONU asigna User-Tag segun C-
Tag

'

Envio al usuario
(Router/Dispositivo)

'

Fin del trafico descendente

OLT mantiene C-Tag

ONU recibe C-Tag

Fin del trafico ascendente

Figura 42. Flujo genérico del tratamiento de las etiquetas VLAN de la red GPON. Elaboracién propia.
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A manera de ejemplo, tenemos el siguiente diagrama de flujo, en el que se representa el

paso de las tramas para el servicio de datos:

Trafico descendente £

Red de transporte envia trama
con C-Tag=100 (Datos)

Trafico ascendente [

Router genera trafico con

VLAN 1100 OLT recibe trama

v

ONT recibe User-Tag=1100 OLT elimina S-Tag si existe

v

OLT mantiene C-Tag=100

ONT traduce User-Tag=1100 a
C-Tag=100

ONT recibe trama con C-
Tag=100

OLT recibe trafico con C-
Tag=100

ONT traduce C-Tag=100 a
User-Tag=1100

OLT reenvia trafico a red de
transporte

Trafico enviado al router con
VLAN 1100

Figura 43. Flujo seguido por el trafico de datos en la red GPON implementada. Elaboracion propia.
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5.3.4 Configuracion de servicios en la OLT

Una vez finalizada la configuracién de los mapas de ancho de banda, y los mapas de VLAN,

se paso a crear cada servicio como se muestra en la figura 44.

Profiles Services Bandwidth Maps VLAN Maps VolP Servers Multicast Packs Multicast Channels

+ Service Service Type Bandwidth Map VLAN Map 7
@ DATA_CAMARAS_IP Ethernet BW_VIDEO_CAMARAS_IP CCTV x
@ DATA_L3 Ethernet BW_DATA DATA ]
@ DATA_L3 100 Ethernet BW_DATA_100 DATA x
® DATA_VOIP Ethernet BW_VolP VolP x
@ IPTV_IGMP Ethernet BW_IPTV_IGMP IPTV x
® IPTV_Multicast Multicast BW_IPTV_Multicast IPTV x
® \VolP SIP BW_VolP VolP x

Figura 44. Servicios creados. Elaboracion propia.

En la Figura 44 se detallan los servicios creados en la configuracién del sistema, cada uno
asociado a un tipo de trafico especifico, un mapa de ancho de banda (Bandwidth Map) y
un mapa de VLAN (VLAN Map). Esta relacién es fundamental para garantizar la correcta

asignacion de recursos y la segregacion logica del trafico dentro de la red GPON.
e DATA_CAMARAS_IP
o Service Type: Ethernet
o Bandwidth Map: BW_VIDEO_CAMARAS_IP

o VLAN Map: CCTV — indica que este servicio se asigna al trafico de

videovigilancia.
e DATA_L3
o Service Type: Ethernet
o Bandwidth Map: BW_DATA

o VLAN Map: DATA — ftrafico de datos generales, sin segmentacion

adicional.
e DATA_L3 100

o Service Type: Ethernet
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o Bandwidth Map: BW_DATA_100

o VLAN Map: DATA — mismo dominio de trafico que el anterior, pero con

diferente politica de ancho de banda.

e DATA_VOIP

o Service Type: Ethernet

o Bandwidth Map: BW_VolP

o VLAN Map: VolP — trafico de voz encapsulado en tramas Ethernet.
e IPTV_IGMP

o Service Type: Ethernet

o Bandwidth Map: BW_IPTV_IGMP

o VLAN Map: IPTV — canal de control para gestion de suscripciones

multicast mediante IGMP.
e IPTV_Multicast
o Service Type: Multicast
o Bandwidth Map: BW _IPTV_Multicast

o VLAN Map: IPTV — canal de datos multicast correspondiente a los flujos

de video.
e VoIP
o Service Type: SIP
o Bandwidth Map: BW_VolP

o VLAN Map: VolP — servicio orientado a telefonia, con sefalizacion y

transporte mediante el protocolo SIP.

Esta configuracion permite una gestion diferenciada del trafico segun su naturaleza, no
solo a nivel légico (VLAN), sino también en términos de calidad de servicio, ya que cada

servicio cuenta con un mapa de ancho de banda especifico que regula su uso de recursos.
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5.3.5 Configuracioén de los perfiles

Finalmente, en la Figura 45 se muestran los perfiles de ONT definidos en la red GPON,
cada uno agrupando varios servicios sobre su interfaz PON con parametros de FEC, RF,
identificador de PTP, mapa de ancho de banda y etiqueta VLAN. Esta distribucién permite

asignar de forma coherente los recursos y aplicar politicas diferenciadas segun el tipo de

usuario.

Profiles Services Bandwidth Maps VLAN Maps VoIP Servers Multicast Packs Multicast Channels

+ Profile FEC RF Service Service Type PPTPID Bandwidth Map VLAN Map

® ONU_L3 No No IPTV_Multicast MC UNI-0 BW_IPTV_Multicast IPTV
IPTV_IGMP Eth UNI-0 BW_IPTV_IGMP IPTV
DATA_L3 Eth UNI-0 BW_DATA DATA
DATA_VOIP Eth UNI-0 BW_VoIP VoIP
DATA_CAMARAS_II Eth UNI-0 BW_VIDEO_CAMARA CCTV
4 G 4 G »
VolP SIP POTS-0 BW_VolP VolP

® ONU_L3 2 No No IPTV_Multicast MC UNI-0 BW_IPTV_Multicast IPTV
IPTV_IGMP Eth UNI-0 BW_IPTV_IGMP IPTV
DATA_VOIP Eth UNI-0 BW_VoIP VoIP
DATA_L3_100 Eth UNI-0 BW_DATA_100 DATA
VoIP SIP POTS-0 BW_VoIP VoIP

Figura 45. Creacion de perfiles: Asociacion de los servicios con los Abonados de la red. Elaboracion propia.

En la configuracién de los perfiles, dos parametros cobran especial relevancia:

o ServiceType
Define la naturaleza del servicio que entrega el ONT y determina cédmo se procesan

las tramas:
o Eth (Ethernet): para datos genéricos, IPTV_IGMP o CCTV sobre VLAN.

o MC (Multicast): para video multicast nativo, gestionado directamente en

capa 2.

o SIP / POTS-0: para VolP, separando sefalizacion (SIP) vy, si existe, voz

analdgica sobre POTS.

e PTPID

Es el identificador de “Physical Termination Point” donde se asigna cada servicio:
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o UNI-0: interfaz Ethernet principal del suscriptor.

o POTS-0: canal analdgico POTS dedicado a telefonia.
Gracias al PTP ID, el sistema sabe en qué puerto fisico o virtual debe

habilitar cada servicio.

5.3.6 Configuracioén del servidor de VolP y IPTV

Para el servicio de VolP tenemos que definir los siguientes parametros:

Profiles Services Bandwidth Maps VLAN Maps VolP Servers Multicast Packs Multicast Channels

+ VoIP Server Host Address Port Validation Scheme

@®  Astensk 192.168.200.2 5060 Disabled x

Figura 46. Configuracion del servidor de VoIP. Elaboracion propia.

En la Figura 46 se observa la configuracion establecida, donde se ha creado una entrada

identificada como Asterisk, que actia como servidor VolIP.

Este servidor se encuentra ubicado en la direccién IP 192.168.200.2, utilizando el puerto
5060, que es el estandar para trafico SIP. Ademas, el campo Validation Scheme se
encuentra deshabilitado (Disabled), lo que implica que no se aplica ningun mecanismo de
autenticacion a nivel de la ONT, delegando asi todo el control de acceso al propio servidor

Asterisk.

Gracias a esta configuracion, las ONT’s pueden registrar sus terminales VolP de forma

transparente y encaminar correctamente las llamadas a través del servidor central.

En la Figura 47 se muestra ahora la pestafia Multicast Channels, donde se define el canal
que posteriormente se incluira en el paquete de multidifusion. En este caso, aparece un

Unico canal:
e Channel: PRUEBA

e Start/End: 239.1.1.1
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Aqui PRUEBA actua como identificador légico del flujo multicast, y al usar la misma
direccién IP en los campos Start y End, se establece un unico grupo de multidifusién en la
direccion 239.1.1.1. De este modo, cuando la ONT se suscribe al paquete
PAQUETE_PRUEBA, recibe correctamente los paquetes de video dirigidos a dicho canal

sin necesidad de configurar rangos adicionales.

Profiles Services Bandwidth Maps VLAN Maps VolP Servers Multicast Packs Multicast Channels
+ Channel Start End
®  PRUEBA 239.1.1.1 239111 x

Figura 47.Configuracion del canal multicast. Elaboracion propia.

Posteriormente en la Figura 48 se presenta la configuracion del servicio de IPTV en el
apartado de Multicast Packs, donde se define un paquete de canales multicast. Esta
configuracion es fundamental para permitir la distribucion de contenido televisivo a través
de direcciones IP de multidifusion, que pueden ser gestionadas y suscritas desde las ONT
mediante IGMP.

En este caso, se ha creado un paquete denominado PAQUETE_PRUEBA, que contiene
un canal llamado PRUEBA. Tanto la IP de inicio (/P Start) como la IP de fin (IP End) estan
establecidas en 239.1.1.1, lo que indica que el canal se transmite en dicha direccion
multicast. Esto permite que el trafico sea correctamente reconocido y encaminado dentro
de la red, garantizando que las ONTs suscritas al canal puedan recibir el contenido sin

interferencias ni necesidad de asignaciones individuales.

Esta estructura es especialmente util en redes GPON, donde el uso de direcciones
multicast optimiza el ancho de banda, permitiendo que un unico flujo de video sea

compartido por multiples usuarios simultaneamente.

Profiles Services Bandwidth Maps VLAN Maps VolP Servers Multicast Packs Multicast Channels
= Pack Channel IP Start IP End 1
® PAQUETE_PRUEBA PRUEBA 239.1.11 239.1.1.1 x

Figura 48. Configuracién del paquete multicast. Elaboracion propia.
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5.3.7 Configuraciéon ONT 1

Una vez configurados los distintos parametros de la OLT para proporcionar los servicios

correspondientes a los usuarios finales, resulta necesario ajustar la configuracion de cada

ONT para garantizar una sincronizacién 6ptima y la correcta recepcion de la informacién.

A continuacioén, se detallan los parametros que deben establecerse en la ONT 1:

WAN Info
Interface | Description | Type | VlanMuxId | IPv& | Igmp Pxy | Igmp Enbl | MLD Pxy | MLD SrcEnbl | MAT | Firewall | Status | IPv4 Address | IPwé Address
veipl.2 |ipoe_veip0.1100 | IPoE 1100 Disabled | Disabled Disabled Drisabled Disabled Enzbled | Dissbled | Connected | 152.168.100.2
veipl.3 |ipoe_weip0.1200 | IPoE 1200 Disabled | Disabled Disabled Drisabled Disabled Enzbled | Disabled | Connected | 192.1658.200.30
veipl.1 |ipos_weip0.1300 | IPoE 1300 Disabled | Enabled Enablad Disabled Disabled Disabled | Dissbled | Connected | 192.158.30.2
veipl.4 |ipos_veip0.1400 | IPoE 1400 Disabled | Disabled Disabled Drisabled Disabled Enzbled | Disabled | Connected | 192.158.40.1

Figura 49. Configuraciéon WAN de la ONT 1. Elaboracién propia.

La figura 49 muestra un resumen de los distintos parametros configurados,

correspondientes a cada servicio ofrecido en la red.

para el

Para el

servicio de IPTV (interfaz veip0.1) se utilizan los siguientes valores especificos:
VlanMuxID: se asigna la VLAN 1300 en la red troncal para el trafico de video.

IGMP Proxy: ambos deben activarse para que la ONT gestione correctamente las

suscripciones multicast del receptor IPTV.

MLD Proxy / MLD Src Enable: no se emplea multicast sobre IPv6.

NAT: la ONT traduce direcciones y recibe la IP 192.168.30.2 en este perfil.
servicio de datos (interfaz veip0.2) se emplean los siguientes valores especificos:
VlanMuxID: se asocia la VLAN 1100 al trafico de datos de usuario.

IGMP Proxy: al no ser un servicio multicast, se mantiene la gestion IGMP

desactivada.
MLD Proxy / MLD Src Enable: no aplica multicast IPv6.

NAT: la ONT realiza NAT para el tréfico de datos y recibe la direccion 192.168.100.2

en este perfil.
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Para el servicio de VolIP (interfaz veip0.3) se emplean los siguientes valores especificos:

VlanMuxID: se asigna la VLAN 1200 al trafico de sefnalizacion y voz sobre IP.

IGMP Proxy: como no hay trafico multicast, estos parametros permanecen

desactivados.
MLD Proxy / MLD Src Enable: no se utiliza multicast IPv6.

NAT: se habilita la traduccién de direcciones y se asigna la IP 192.168.200.30 para

este perfil.

para el servicio de CCTV (interfaz veip0.4) se emplean los siguientes valores especificos:

VlanMuxID: se asigna la VLAN 1400 al trafico de camaras y video de vigilancia.

IGMP Proxy: al no requerir gestion multicast, estos parametros permanecen

desactivados.
MLD Proxy / MLD Src Enable: no se utiliza multicast sobre IPv6.

NAT: se habilita la traduccién de direcciones y se asigna la IP 192.168.40.1 para

este perfil.

La relacion de IP y VLAN para la ONT 1 es la que se muestra en la siguiente tabla:

Tabla 9. Relacién entre las VLANs-IPs-Servicios del abonado correspondiente a la ONT 1.

VLAN Direccion IP Servicio
1100 192.168.100.2 Datos
1200 192.168.200.30 VoIP
1300 192.168.30.2 IPTV
1400 192.168.40.1 CCTV

La camara IP se encuentra en la red del cliente final; sin embargo, tanto el almacenamiento

de video como el servidor web que gestiona la interfaz de CCTV residen en el entorno del

servidor centralizado. Para permitir el acceso remoto a dicha interfaz web, en el router-ONT

se debe crear una regla de traduccién de direcciones de red (NAT) que dirija todo el trafico

HTTP entrante hacia el servidor interno encargado del servicio de videovigilancia.
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Server Name

External Port Start

External Port End

Protocol

Internal Port Start

Internal Port End

Server IP Address

WAN Interface

Remove

ccTv

80

80

TCP/UDP

80

80

192.168.40.2

veip0.4

Figura 50. Configuracion NAT en la ONT 1 para el servicio de CCTV. Elaboracién propia.

En resumen, la ONT 1, queda configurada de la siguiente manera:

@ Fiber Home Gateway

&

TELNET /

Redes Inteligentes

Device Info

Advanced Setup

Wireless
Voice
Diagnostics
Management

/\ No es seguro

x F

http://192.168.1.1

Device Info

Board ID:

WaveAccess4520

Symmetric CPU Threads: |2

Build Timestamp:

200629_1050

Software Version:

4.14L.04_TLNT_1 57

Bootloader (CFE) Version:

1.0.38-117.113

Wireless Driver Version:

6.37.14.4803.cped. 14L04.0-kdb

Voice Service Version: Voice

Uptime:

0D 1H 43M 415

LAN IPv4 Address: 1902.168.1.1
Default Gateway: veip0.2
Primary DNS Server: 8.8.8.8

Secondary DNS Server: | 8.8.4.4

LAN IPv6 ULA Address:

Default IPv6 Gateway:

This information reflects the current status of your WAN connection.

Figura 51. Informacion general de la ONT 1. Elaboracion propia.

5.3.8 Configuracion ONT 2

En el caso de la ONT 2, se han configurado los servicios de video, datos y voz,

respectivamente.
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WAN Info

Interface | Description | Type | VlanMuxId | IPwé | Igmp Pxy | Igmp Enbl | MLD Pxy | MLD Src Enbl | NAT | Firewall | Status |IPv4 Address | IPvE Address

veipd.3 | ipoe_veip0.1200 | IPoE 1200 Disabled | Disabled Disabled | Disabled Diszhled Enabled | Dissbled | Connected | 192.168.200.7

veipd.2 |ipoe_veip0.1100 | IPcE 1100 Disabled | Disabled Disabled Disabled Diszbled Enabled | Dissbled | Connected | 152.168.100.3

veipl.l | ipoe_veip0.1300 | IPoE 1300 Disabled | Enabled Enabled Disabled Diszabled Enabled | Disabled | Connected | 192.168.30.3

Figura 52. Configuracion WAN de la ONT 2. Elaboracién propia.

La funcionalidad de cada parametro es la misma que la de la ONT 1, diferenciandose
Unicamente en las direcciones IP para cada servicio. En este caso, tenemos la siguiente

relacion:

Tabla 10. Relacién entre las VLANs-IPs-Servicios del abonado correspondiente a la ONT 2.

VLAN Direccion IP Servicio
1100 192.168.100.3 Datos
1200 192.168.200.7 VoIP
1300 192.168.30.3 IPTV

En resumen, la ONT 2, queda configurada de la siguiente manera:

e __
velNec

Redes Inteligentes

Device Info
Board ID: WaveAccess4520
Device Info Symmetric CPU Threads: |2
Advanced Setup Build Timestamp: 200629_1050
Wireless -
Voice Software Version: 4.14L.04_TLNT_1_5 7
Diagnostics Bootloader (CFE) Version: | 1.0.38-117.113
Management Wireless Driver Version: | 6.37.14.4803.cpe4.14L04.0-kdb
Voice Service Version: Voice
Uptime: 0D 1H 52M 185

This information reflects the current status of your WAN connection.

LAN IPv4 Address: 192.168.1.1

Default Gateway: veip0.2

Primary DNS Server: 8.8.8.8

Secondary DNS Server: | 8.8.4.4
LAN IPv6 ULA Address:
Default IPv6 Gateway:

Figura 53. Informacion general de la ONT 1. Elaboracion propia.
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5.4. Configuracién del Open Virtual Switch

En este apartado se describe el proceso de configuracién del Open Virtual Switch (OVS)
sobre el servidor, con el objetivo de interconectar de forma eficiente las distintas interfaces
virtuales que sustentan nuestros servicios virtualizados. En primer lugar, se detallara la
creacion de las interfaces de red virtuales en el host servidor, especificando los comandos
y parametros requeridos. A continuacion, se explicara cédmo integrar dichas interfaces en
un puente (bridge) gestionado por OVS, definiendo la topologia légica. Finalmente, se
abordaran aspectos avanzados, como la configuraciéon de VLANS, y reglas de OpenFlow,

que permiten garantizar el aislamiento y el rendimiento de cada servicio.

5.4.1. Configuracion de interfaces virtuales

Antes de configurar el Open vSwitch (OvS), es necesario activar previamente las interfaces
virtuales en el servidor, permitiendo posteriormente su integracion con el OvS para
establecer la comunicacién con los servicios virtualizados. Con el fin de automatizar este
proceso y evitar su configuracion manual tras cada reinicio del sistema, se ha desarrollado
un script que ejecuta automaticamente esta tarea durante el arranque. El codigo del script

es el siguiente:

interfaces=("vportl" "vport2" "vport3" "vport4")

for iface in "${interfaces[@]}"; do

if ip link show "$iface" > /dev/null 2>&1; then
echo "La interfaz $iface ya existe."
else
echo "Creando la interfaz $iface en modo TAP...'
sudo ip tuntap add dev "$iface" mode tap
if [ -eq @ ]; then
echo "Interfaz $iface creada exitosamente."
else
echo "Error al crear la interfaz $iface."
continue

fi
fi

echo "Levantando la interfaz $iface..."
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sudo ip link set "$iface" up
if [ -eq 0 ]; then
echo "Interfaz $iface levantada correctamente."
else
echo "Error al levantar la interfaz $iface."
Tl

echo "Levantando la interfaz GLbridge..."
sudo ip link set GLbridge up
if [ -eq @ ]; then
echo "Interfaz GLbridge levantada correctamente."
else
echo "Error al levantar la interfaz GLbridge."
Fi

Una vez que las interfaces virtuales estén operativas y correctamente configuradas en
nuestro servidor, procederemos a integrarlas con el Open vSwitch (OvS). Previamente, es
necesario realizar la instalacion del software OvS segun el procedimiento descrito
detalladamente en el Anexo A1. Tras completar la instalacién, se procede a crear un bridge
(conmutador) para luego incorporan las interfaces virtuales al switch virtual siguiendo los

siguientes pasos:
1. ARadir el bridge que vamos a utilizar en nuestra red:
sudo ovs-vsctl add-br GLbridge
2. Anadir las interfaces necesarias en el bridge:
sudo ovs-vsctl add-port GLbridge enp6s0
sudo ovs-vsctl add-port GLbridge vport1
sudo ovs-vsctl add-port GLbridge vport2
sudo ovs-vsctl add-port GLbridge vport3
sudo ovs-vsctl add-port GLbridge vport4

Para finalmente conseguir la siguiente configuracion en nuestro OvS llamado “GLbridge”:
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1§ sudo ovs-vsctl show
[sudo] contrasena para aula:
cb7a0d%9e-8571-404b-9d57-a5b03bab0180
Bridge GLbridge
Port GLbridge
Interface GLbridge
type: internal
Port vportl
Interface vportil
Port vport3
Interface vport3
Port enpé6st
Interface enp6s@
Port vportd
Interface vport4
Port vport2
Interface vport2
ovs version: "3.3.0"

s

Figura 54. Configuracion general del OvS. Elaboracién propia.

5.5. Configuracién de los servidores virtualizados

Llegado a este punto, después de tener operativo el OvS, pasaremos a configurar los

servicios virtualizados que se ofrecen en la red implementada en este TFG.
5.5.1 Configuracién del servidor de datos

Para implementar el servicio de datos, se procedio a desplegar un router virtual basado en
VyOS, una plataforma de cédigo abierto ampliamente utilizada para entornos virtualizados.
Inicialmente, se descargd la imagen I1SO oficial de VyOS para posteriormente crear y
configurar la maquina virtual que actuara como servidor encargado del trafico de datos
dentro de la infraestructura disefiada. En el caso del router virtual, tenemos que establecer
la siguiente configuracion de red, que permitira a los usuarios finales de la red GPON, tener

acceso a internet.

En primera instancia, se configuro el “Adaptador 1” de red en modo “Adaptador puente”,
logrando asi que este interfaz sea la puerta de salida, ya que es la que esta conectada al
proveedor fiber to the home (FTTH) instalado en el laboratorio.

104



E General Red
Sistema

E] Pantalla

;) Almacenamiento
Dﬂ Audio

> pvanzado

8 ciec

Adaptador1 | Adaptador2

Conectado a: | Adaptador puente -

Nombre: | enx00e04c495a38 -

Figura 55. Configuracién del adaptador 1 del router VyOS, salida hacia internet. Elaboracién propia.

En segundo lugar, se configuro el “Adaptador 2” de red en modo “Adaptador puente” ya

que sera la interfaz conectada al interior de la red GPON, con la que los usuarios tendran
acceso directo.

E General Red
Sistema
D Pantalla

Adaptador 1 | Adaptador 2

Almacenamiento

‘Dﬂ Audio

7 Red

Conectado a: | Adaptador puente -

Nombre: | vport2 -

P Avanzado

Figura 56. Configuracion del adaptador 2 del router VyOS, conexién hacia el OvS. Elaboracién propia.

Finalmente, dentro de la configuracion del router virtual se han tenido que establecer dos

interfaces, cada una conectada a la interfaz de red mencionada anteriormente.

interfaces {
ethernet eth@ {
address dhcp
hw-id O8:00:27:33:7d:ha
of fload {
gro
gs0
Bq
tso
¥
b
ethernet ethl {
hwu-id O8:00:27:a7:44:eb6
of fload {
gro
gso
g
t=o

100 {
address 192.168.100.1,24

¥
loopback lo {

Figura 57. Resumen de la configuracion de interfaces del router VyOS. Elaboracion propia.

En la figura superior, tenemos lo siguiente:
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e Interfaz ethernet ethO conectada a enx00e04c495a38.

o Interfaz ethernet eth1 conectada al vport2 del OvS.

Para que lo anterior tenga sentido, tenemos que, finalmente afiadir una regla de NAT, que

hara la traduccion de direcciones entre la red local (GPON) y la red publica (Proveedor

FTTH del laboratorio).

nat {1

source 1

rule 100 {

SOUrce i

address

¥

translation {

address masquerade

¥

192.168.100,.0-24

Figura 58. Resumen de la configuracion NAT del router VyOS.

En la figura superior, vemos que configurada la regla 100, que se encarga de traducir todo
el trafico de la red interna 7192.7168.100.0 a la red publica externa de forma enmascarada.

A manera de resumen se muestra la siguiente tabla con la relacion de interfaces-

direcciones:

Tabla 11. Configuracion de interfaces de red del Servidor de datos, router VyOS.

Adaptador VitualBox Interface VyOS HW-ID (MAC) Direccidn IP
Adaptador 1 ethO 08:00:27:33:7D:B0 DHCP (FTTH)
(enx00e04c495a38)
Adaptador 2 (vport2) ethl 08:00:27:A7:44:E6 —
— eth1 (vif 100): — 192.168.100.1/24
subinterfaz VLAN
100
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5.5.2 Configuracioén del servidor de video

Para el servicio de video, se hizo uso la VLC como software de emision y reproduccion del
trafico multicast que comprende este servicio. Antes de nada, se tiene que establecer la

configuracién de red:

IPTVServer - Configuracion N =) &
E General Red
HH| Sist
stema Adaptador1 | Adaptador2 = Adaptador3 = Adaptador 4
@ Pantalla

v| Habilitar adaptador de red

Almacenamiento
@ Conectado a: | Adaptador puente -

@n Audio Nombre: |vport1 :
[} Red
&8 o

b Avanzado

Figura 59. Configuracién del adaptador 1 del servidor IPTV, conexién hacia el OvS. Elaboracién propia.

Como se observa en la figura superior, se ha configurado el “Adaptador 1” como “Adaptador
puente”, para asi poder estar directamente conectado a la interfaz vpor?1 del OvS que

proporciona este servicio en particular.

Quedando la relacion entre interfaces y direcciones IP en caso, de la siguiente manera:

Tabla 12. Configuraciéon de interfaces de red del Servidor de video, IPTVServer.

Adaptador VitualBox Interface MV HW-ID (MAC) Direccidn IP

Adaptador 1 (vportl) enp0s3.300 08:00:27:8F:88:11 192.168.30.10

5.5.3 Configuracioén del servidor de VolP

Para el despliegue del servicio de VolP, se utilizé la plataforma FreePBX, descrita
previamente en el capitulo 4, la cual permite gestionar de manera eficiente y sencilla la
centralita telefénica Asterisk mediante una interfaz web intuitiva. Inicialmente, se descargo
la imagen I1SO oficial del sistema FreePBX para posteriormente crear y configurar una
magquina virtual que actua como centralita principal encargada del trafico del servicio de

voz dentro de la red GPON implementada en este trabajo.

La configuracion de red establecida para este servicio es la siguiente:
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VolPServer - Configuracion _ o x

E General Red

Bl <

Sistema Adaptador 1

D Pantalla

G Al ient

facenamiento Conectado a: | Adaptador puente -

UDJ Audio Nombre:  vport3 '

> svanzado

& o

Figura 60. Configuracion del adaptador 1 del VolPServer, conexiéon hacia el OvS. Elaboracién propia.

Como podemos observar en la ilustracion superior, el “Adaptador1” se ha configurado en

“Adaptador puente” para asi conectarse al vport3 previamente configurado en nuestro OvS.

De esta manera, dentro de la maquina virtual, tenemos la siguiente configuracion de red:

B8:808:27:1C:35:E4
B8:88:27:1C:35:E4

feBl::aBB:27ff :felc:35e4
192 .168.288 .2
feBB::aBl: 2711 :felc:35e4

__________________________ +

+
1
]

+
1
]
1
]
1
]

+

e

Figura 61. Configuracion de interfaces del VolPServer. Elaboracion propia.

Quedando la relacion entre interfaces y direcciones IP en caso, de la siguiente manera:

Tabla 13. Configuracion de interfaces de red del Servidor de voz, VolPServer.

Adaptador VitualBox Interface PBX HW-ID (MAC) Direccidn IP

Adaptador 1 (vport3) eth0.200 08:00:27:1C:35:E4 192.168.200.2

5.5.4 Configuracion del servidor de CCTV

Para implementar el servicio de videovigilancia (CCTV), se empleé el software de codigo
abierto ZoneMinder, que facilita la gestion integral y centralizada de multiples camaras IP

solicitadas por los usuarios finales de la red GPON.

Este servicio fue configurado siguiendo el esquema detallado a continuacién:
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e Cada usuario que contrata este servicio dispone de una camara IP conectada

directamente a su red local.

e Se proporciona al usuario final una interfaz web intuitiva para la visualizacion y

monitorizacién en tiempo real de la camara.

e El almacenamiento y gestién de las imagenes y videos generados por estas
camaras queda bajo responsabilidad del proveedor del servicio, que realiza dicha

tarea en el servidor centralizado implementado con ZoneMinder.

Integracion de videovigilancia unificada

Camaras IP de 8
usuario

2 Servicio de
»LE videovigilancia
centralizado

Interfaz web
intuitiva

Almacenamiento @
centralizado [==

Figura 62. Esquema resumen de los componentes del servicio de CCTV. Elaboracion propia.

La configuracién de red establecida para este servicio es la siguiente:

CCTV_ZoneMinder - Configuracion - o %

E General Red
HH| Sist
1stema Adaptador 1 | Adaptador2 = Adaptador3 = Adaptador 4

Pantalla
EJ v| Habilitar adaptador de red

Al ient
@ facenamiento Conectado a: | Adaptador puente Y
(D] Audio Nombre: | vport4 -
[} Red > Avanzado

-

Figura 63. Configuracion del adaptador 1 del CCTV Server, conexién hacia el OvS. Elaboracién propia.

Como podemos observar en la ilustracién superior, el “Adaptador1” se ha configurado en
“Adaptador puente” para asi conectarse al vport4 previamente configurado en nuestro OvS.

Quedando la relacion entre interfaces y direcciones IP en caso, de la siguiente manera:
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Tabla 14. Configuracion de interfaces de red del Servidor de videovigilancia, CCTVServer.

Adaptador VitualBox Interface MV HW-ID (MAC) Direccidn IP

Adaptador 1 (vport4) vlan400 08:00:27:48: BC:46 192.168.40.2

5.6 Integracion del controlador SDN

5.6.1 Introduccion

Una vez completada la configuracién inicial de la red, se procedioé a realizar la integracién
del controlador SDN de ONOS con la red GPON previamente establecida. Para este
proposito, se optd por una implementacién basada en virtualizacién por contenedores, la
cual consiste en desplegar el controlador SDN mediante un contenedor de Docker. La

conexién del controlador de ONOS y la red consta de los siguientes elementos.

e Controlador SDN ONOS: desplegado en el equipo local del administrador de red,

permitiendo la gestion remota y centralizada del switch virtual OpenVSwitch (OvS).

e OpenVPN: plataforma VPN (Virtual Private Network) de software libre configurada
en ambos extremos de la comunicaciéon (maquina del administrador y servidor
OvS), garantizando un tunel seguro para la administracion remota de la

infraestructura SDN.

e OpenVSwitch (OvS): switch virtual de cédigo abierto instalado en el servidor
central, proporcionando las funciones de conmutacion y enrutamiento

programables mediante el protocolo OpenFlow desde el controlador SDN.

El escenario descrito anteriormente es como se muestra en la figura 64:
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ONOS (Open Network Operating System)

)
/

Ordenador/Servidor central

Host 1 Open Salida hacia
(Servidor [« Virtual la OLT
de datos) Switch

4
Host 4 Host 2 Host 3
(Servidor (Servidor (Servidor
de CCTV) de IPTV) de VolP)

Figura 64. Arquitectura de integracion SDN-GPON. Elaboracion propia.

5.6.2 Configuracién del controlador

Creacion del contenedor de Docker

La integracién del controlador SDN ONOS con la infraestructura GPON requiere el
despliegue del software en un entorno virtualizado. Para esta implementacién se utilizo
Docker Desktop ejecutandose sobre una plataforma Windows, aprovechando las ventajas

de la contenerizacion para el aislamiento y gestion de recursos.

La configuracién inicial se realiz6 mediante la descarga de la imagen oficial de ONOS en
su version 2.7.0 (LTS) disponible en Docker Hub, proceso que se ilustra en la figura

siguiente.
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@ dockerhub

onosproject/onos
By ut 1 year agc
ONOS is a SDN Network Operating System built for high performance and HA.

IMAGE

Figura 65. Repositorio oficial de la imagen Docker de ONOS [71].

Mediante el comando:
PS C:\Users\34603> docker pull onosproject/onos:2.7.0
Nos descargamos la imagen anterior, para luego introducirla en Docker Desktop, donde

nos aparecera de la siguiente manera.

Name Image ID

onosproject/onos 7. bc844aaafd64

Figura 66. Controlador SDN ONOS versién 2.7.0 LTS en Docker Desktop. Elaboracién propia.

Posteriormente creamos el contenedor mediante el siguiente comando, habilitando los

puertos y parametros de manera persistente:
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Terminal

PS C:\Users\34603> PS C:\Users\34603> docker run °

onos

8181:8181

g8101:8101 °

6653:6653 °

6633:6633

6640:6640 °

ONOS_APPS=gui2,drivers,openflow,fwd °

ONOS OPTS="-Xms2g -Xmx2g"

onos_data:/root/onos/data °

onos_config:/root/onos/config °

onos_logs:/root/onos/log °
onosproject/onos:2.7.

Figura 67. Creacion del contenedor Docker de ONOS. Elaboracién propia.

Como resultado de lo anterior, tenemos el contendor creado como se observa en la figura

68.

Container ID Port(s)

df19f80d8ddc

Figura 68. Contenedor onos en ejecucién. Elaboracion propia.
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Finalmente, con el contenedor en ejecucion, ya tendremos acceso al controlador de ONOS

mediante la siguiente url:

@® http://localhost:8181/onos/ui/login.htmi

Figura 69. URL local para acceder al controlador ONOS. elaboracion propia.

Siendo la interfaz grafica de acceso al controlador como se muestra en la figura 70.

(DﬁD

Open Network Operating System

User: ‘ \

Password: ‘ ’

Figura 70. Interfaz grafica de inicio de sesion de ONOS. Elaboracién propia.

Posteriormente, después de acceder con las credenciales oficiales (Usuario: onos,

Contrasefia: rocks), se accede a la interfaz grafica de configuracion y topologia de la red
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vinculada al controlador. En esta interfaz es posible instalar y gestionar aplicaciones de
forma dinamica mediante la seccion Applications, accesible desde el menu lateral
desplegable, donde el botén "+" habilita la carga de paquetes .oar, posibilitando activar o

desactivar médulos —por ejemplo, el firewall ACL o extensiones REST— sin necesidad de

reiniciar la instancia.

Applications (169 Total)
|Search | All Fields v
- Title App ID Version

v Basic Optical Drivers org.onosproject.drivers.optical 2.7.0
v Basic Pipelines org.onosproject.pipelinas.basic 2.7.0
v Control Message Stats Provider org.onosproject.openflow-message 2.7.0
v Default Drivers org.onosproject.drivers 2.7.0
v General Device Provider org.onosproject.generaldeviceprovider 2.7.0
v Generic OVSDB Drivers org.onosproject.drivers.ovsdb 2.7.0
v Host Location Provider org.onosproject.hostprovider 2.7.0
v LLDP Link Provider org.onosproject.ldpprovider 2.7.0
v Mapping Management org.onosproject. mappingmanagement 2.7.0
v Multicast Forwarding org.onosproject.mfwd 2.7.0
v ONOS GUIZ org.onosproject.gui2 2.7.0
v OVSDB Provider org.onosproject.ovsdb-base 2.7.0
v OVSDB Southbound Meta org.onosproject.ovsdb 2.7.0
v OVSDB host Provider org.onosproject.ovsdbhostprovider 2.7.0
v OpenFlow Agent org.onosproject.ofagent 2.7.0
v OpenFlow Base Provider org.onosproject.openflow-base 2.7.0

Figura 71. Aplicaciones disponibles en ONOS 2.7.0. Elaboracién propia.

La vista de topologia, sustentada en el algoritmo D3 Force Layout, representa
automaticamente los switches y hosts detectados, trazando sus enlaces y actualizandose
en tiempo real con cada evento de descubrimiento. Mientras no haya dispositivos
registrados, el lienzo muestra el aviso “No Devices Are...", permitiendo identificar de un

vistazo un dominio aun vacio, tal como se aprecia en la Figura 72.
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ONOS Summary

Topology SCCs

Intents
Flows

Figura 72. Vista inicial de la interfaz grafica de ONOS (GUI2). Elaboracién propia.

En el margen derecho se habilita el panel Overview, que sintetiza métricas criticas —
versioén del controlador, numero de dispositivos, enlaces, hosts, intents y flujos— y cuya
visibilidad puede conmutarse pulsando la tecla “O”, optimizando asi el area de trabajo para
redes extensas.

ONOS Summary

Version 2.7.0
Devices 0
Links 0
Hosts 0
Topology SCCs 0
Intents 0
Flows 0

Figura 73. Panel “ONOS Summary” tras el arranque inicial del controlador. Elaboracién propia.

En conjunto, estos componentes posicionan la interfaz grafica de usuario de ONOS como
una herramienta integral para la gestion modular y de alta disponibilidad de redes SDN,
coherente con los principios de escalabilidad promovidos por la plataforma.
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Conexion con la VPN:

Conforme a lo establecido previamente, la comunicacion entre el controlador ONOS vy el
switch virtual se implementé utilizando un tunel VPN, garantizando asi la seguridad y

confidencialidad de las comunicaciones remotas en la infraestructura SDN.

Controlador ONOS

Router / Servidor VPN
(Remoto)

Ordenador/Servidor
(OvS)

Figura 74. Conexién segura del plano de control con el OvS mediante tunel VPN. Elaboracién propia.

Para establecer una conexion adecuada entre los equipos terminales, es necesario instalar
un certificado de cliente en cada equipo que participa en la red. En este caso especifico,

se instalé un certificado de cliente en el equipo donde se despliega el controlador ONOS
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(portatil personal Asus Vivobook PRO 15) y otro en el servidor donde se ejecuta el
OpenVSwitch.

El cliente VPN en el equipo donde se aloja el controlador es el de la figura 75:

OpenVPN Connect

—

Profiles

0B/s

BYTESIN BYTES OUT
10.68 KB/S 2.01KB/S

DURATION PACKET RECEIVED
02:29:16 0 sec ago

YOuU

YOUR PRIVATE IP
10.10.0.10

SERVER

gabriego.tplinkdns.com

SERVER PUBLIC IP
79.116.18.36

PORT VPN PROTOCOL
1194 TCP

Figura 75. Sesion activa de OpenVPN Connect durante las pruebas de acceso remoto desde el controlador
de ONOS. Elaboracion propia.

Cuya direccién IP asignada es la 10.10.0.10.

Por el otro extremo se encuentra el otro cliente VPN, instalado en el Ordenador/Servidor

como se observa en la figura siguiente:
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tun@: flags=4305<UP,POINTOPOINT,RUNNING,NOARP,MULTICAST> mtu 1500
inet 10.10.0.6 netmask 255.255.255.255 destination 10.10.0.5
inet6 feB80::55c8:d7ef:6b91:fab prefixlen 64 scopeid 0x20<link=>
unspec 00-00-00-00-00-00-00-00-00-00-00-00-00-00-00-00 txqueuelen 500 (UNSPEC)

RX packets 12 bytes 1239 (1.2 KB)

RX errors @ dropped ® overruns @ frame 0@

TX packets 41 bytes 2700 (2.7 KB)

TX errors O dropped 0 overruns © carrier @ collisions 0

Figura 76.Sesién activa de OpenVPN Connect durante las pruebas de acceso remoto desde el
Ordenador/Servidor donde se aloja el OvS. Elaboracién propia.

Cuya direccién IP es la 10.10.0.6.

Conexién entre equipos finales:

Una vez establecidos los clientes VPN en funcionamiento, se configura el tunel de
comunicacion seguro que interconecta el controlador SDN ONOS con el switch virtual, lo
que permite la administracién remota y centralizada de la infraestructura GPON

desplegada.

Para validar esta conectividad, se realizaron pruebas bidireccionales de comunicacion

entre los componentes del sistema:

Prueba de conectividad controlador-switch: Se verific6 la comunicacion desde el
controlador ONOS hacia el servidor que aloja el switch virtual, confirmando la accesibilidad

del plano de control hacia el plano de datos, como se evidencia en la figura siguiente.
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PS C:\Users\34603>

>

Haciendo ping a
Respuesta desde
Respuesta desde
Respuesta desde
Respuesta desde

Estadisticas de

Paquetes: enviados

10.
10.
10.
10.
10.

10.
10.
10.
10.
10.

10.

6
.6:
.6

6 .

6

10.0.6

con 32 bytes de datos:
bytes=32 tiempo=177ms TTL=6uU
bytes=32 tiempo=177ms TTL=6u4
bytes=32 tiempo=357ms TTL=64
bytes=32 tiempo=176ms TTL=64

ping para 10.10.0.6:

(0% perdidos),
Tiempos aproximados de ida y vuelta en milisegundos:
Maximo

Minimo = 176ms,
PS C:\Users\34603> |

=4

, recibidos = 4, perdidos =

= 357ms, Media = 221ms

Figura 77. Prueba de conectividad desde el controlador ONOS hacia el Ordenador/Servidor (OvS).
Elaboracién propia.

Prueba de conectividad switch-controlador: De forma complementaria, se validé la
comunicacion inversa desde el servidor que aloja el switch virtual hacia el equipo donde
reside el controlador ONOS, garantizando la comunicacion bidireccional requerida para el

correcto funcionamiento del paradigma SDN,

correspondiente.

aula@LabTx09: ~

:-% ping 10.10.0.10

PING 10.10.0.10 (10.

64 bytes from 10.10.
64 bytes from 10.10.
64 bytes from 10.10.
64 bytes from 10.10.

64 bytes from 10.10.
64 bytes from 10.10.
64 bytes from 10.10.
4
--- 10.10.0.10 ping
7 packets transmitted, 7 received, 0% packet loss, time 6011ms

rtt min/avg/max/mdev

t~5 I

.10:
.10:
.10:
.10:
.10:
.10:

10.0.10) 56(84) bytes of data.
.10:

icmp_seg=1 ttl=128 time=178
icmp_seqg=2 ttl=128 time=176
icmp_seqg=3 ttl=128 time=299
icmp segq=4 ttl=128 time=229
icmp seg=5 ttl=128 time=176
icmp_seg=6 ttl=128 time=179
icmp_seq=7 ttl=128 time=179

statistics ---

175.664/202.115/299.000/43.376 ms

tal como se muestra en la figura

Figura 78. Prueba de conectividad desde el Ordenador/Servidor (OvS) hacia el controlador ONOS.
Elaboracién propia.
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Capitulo 6. Resultados finales y conclusiones

6.1. Introduccion

Este capitulo presenta y analiza los resultados obtenidos tras la implementacion de la red
GPON vy su gestién mediante el controlador SDN ONOS. Los puntos principales que se

desarrollan en este capitulo son:

e Evaluacién de los resultados finales obtenidos para cada uno de los servicios
implementados (Datos, IPTV, VolP, y CCTV).

e Analisis del desempefio del controlador SDN ONOS, centrandose en la gestion

centralizada de parametros criticos de red.

o Comprobacion de funcionalidades especificas, incluyendo la aplicacion de politicas
de calidad de servicio (QoS), la limitacion dinamica del ancho de banda mediante

medidores (meters) y la gestion eficiente del trafico en la red.

o Extraccion de conclusiones técnicas y operativas sobre la integracion y
funcionamiento de los servicios GPON bajo un entorno SDN, valorando la

viabilidad, eficiencia y potencialidad de futuras implementaciones similares.

Este analisis permite determinar la eficacia de la solucidon propuesta y establecer

recomendaciones para futuras lineas de investigacion y desarrollo.
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6.2. Identificacion de elementos de la red

Antes de proceder con las pruebas, resulta necesario identificar los elementos que
participan en la infraestructura de red. Estos componentes incluyen los hosts, los puertos
y las VLANs asociadas con cada servicio implementado en el presente Trabajo de Fin de

Grado. En la siguiente podemos identificar la relacion previamente comentada.

Tabla 15. Relacién de parametros de la red SDN-GPON.

Host / Nombre Direccién IP VLAN ID | Interface MAC Address
(Puerto)

Abonado IPTV Multicast: 300 enp6s0 (ID 4) 78:3D:5B:04:4B:C4
239.1.1.1

Abonado IPTV Multicast: 300 enp6s0 (ID 4) 78:3D:5B:04:58:C5
239.1.1.1

Servidor CCTV 192.168.40.2 400 vport4 (ID 5) 08:00:27:48:BC:46

Abonado CCTV 192.168.40.1 400 enp6s0 (ID 4) 78:3D:5B:04:4B:C1

Servidor IPTV 192.168.30.10 300 vportl (ID 1) 08:00:27:8F:88:11

Abonado VoIP 192.168.200.7 200 enp6s0 (1D 4) 78:3D:5B:04:58:C4

Servidor VoIP 192.168.200.2 200 vport3 (ID 3) 08:00:27:1C:35:E4

Abonado Datos 192.168.100.3 100 enp6s0 (ID 4) 78:3D:5B:04:58:C3

Abonado Datos 192.168.100.2 100 enp6s0 (ID 4) 78:3D:5B:04:4B:C2

Servidor de Datos 192.168.100.1 100 vport2 (ID 2) 08:00:27:A7:44:E6

6.3. Resultados de los servicios implementados

Para realizar un analisis preciso de los resultados obtenidos tras la implementacién de los
servicios desplegados sobre la red GPON, es necesario utilizar un analizador de paquetes.
En este caso, se ha optado por Wireshark debido a su amplia popularidad y compatibilidad

con una gran variedad de protocolos de red y dispositivos.

El analisis se efectua desde el Ordenador/Servidor, el nucleo de la red, debido que por el

pasa todo el trafico involucrado en esta solucién red.
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Resultados del servicio de Datos:

Para evaluar la funcionalidad de este servicio, hemos de acotar las pruebas de conectividad

en diferentes escalas.

Primero, comprobaremos que las direcciones IP involucradas para este servicio logran
comunicarse. En la figura 79 siguiente podemos observar la correcta comunicacion entre
el la interfaz local de router VyOS con direccion IP = 192.168.100.1, y la interfaz virtual de

la ONT correspondiente al usuario final veip0.2 con direccién IP 192.168.100.2.

| ip.addr eq 192.168.100.1 and ip.addr eq 192.168.100.2

D. Time source Destination Protocol

- 10.000000000 192.168.100.1 192.168.100.2 ICMP
2 0.000004679 192.168.1600.1 192.168.1600.2 ICMP
3 6.688326273 192 .168.160.2 192.168.160.1 ICMP
4 1.046662696 192.168.100.1 192.168.1600.2 ICMP
5 1.046668096 192.168.100.1 192.168.1600.2 ICMP
6 1.046966579 192.168.1600.2 192.168.1600.1 ICMP
7 2.8670526218 192 .168.160.1 192.168.160.2 ICMP
8 2.070531067 192.168.100.1 192.168.1600.2 ICMP
9 2.070884699 192.168.1600.2 192.168.100.1 ICMP

Figura 79. Prueba de conectividad entre Abonado y Servidor de Datos (Router virtual). Elaboracién propia.

Siendo el detalle de los paquetes anteriores, como se muestra a continuacién en la figura

siguiente.

» [Frame 1: 102 bytes on wire (816 bits), 102 bytes captured (816 bits) on interface vport2, id ©
» Ethernet II, Src: PCSSystemtec_av:44:e6 (08:00:27:a7:44:e6), Dst: TELNETRedesI_04:4b:c2 (78:3d:5b:04:4b:c2)
» 882.1Q Virtual LAN, PRI: ©, DEI: @, ID: 100
~ Internet Protocol Version 4, Src: 192.168.100.1, Dst: 192.168.100.2
@100 .... = Version: 4
.... 0101 = Header Length: 20 bytes (5)
» Differentiated Services Field: ©x@@ (DSCP: CS@, ECN: Not-ECT)
Total Length: 84
Identification: @xf555 (62805)
» B18. .... = Flags: 0x2, Don't fragment
...0 DOOO DOBO 0POO = Fragment Offset: ©
Time to Live: 64
Protocol: ICMP (1)
Header Checksum: @xfbfe [validation disabled]
[Header checksum status: Unverified]
Source Address: 192.168.100.1
Destination Address: 192.168.100.2
» Internet Control Message Protocol

Figura 80. Detalle del paquete ICMP entre el Abonado y el Servidor de Datos (Router virtual). Elaboracion
propia.

La captura mostrada en la figura 80, obtenida con Wireshark, presenta un frame Ethernet
etiquetado con VLAN 802.1Q correspondiente a la VLAN 100 (Servicio de Datos). El frame
transporta un mensaje ICMP de tipo Echo Request (ping) encapsulado en un datagrama
IPv4, generado por el host 192.168.100.1 con destino al host 192.168.100.2. El analisis del

trafico confirma que ambos dispositivos se encuentran en la misma subred de red, lo que
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permite la comunicacion directa sin necesidad de enrutamiento a través de dispositivos

intermedios.

Esta configuracién permite que el usuario final tenga conectividad desde su red local hacia
la red GPON implementada mediante un primer NAT. Sin embargo, para que el abonado
con servicio de Datos contratado pueda acceder a Internet, es necesario implementar una
segunda traduccién NAT entre la direccion IP privada 192.168.100.1 y la direccién publica
10.11.204.28. Esta ultima corresponde a la interfaz WAN del router VyOS, cuyo rango de
direccionamiento pertenece al proveedor FTTH contratado para el laboratorio donde se
desarrollé el proyecto. El objetivo de esta configuracién es proporcionar acceso directo a

Internet a los usuarios suscritos a este servicio.

Como segunda comprobacion, a manera de ejemplo pasaremos a realizar una busqueda

al portal web de la ULPGC (www.ulpgc.es). Como se observa en la figura 81.

1074 41.913667586 192.168. 8.8.8.8

1075 41.913764268 192.168.100.2 8.8.8.8 DNS
! 1076 41.913792922 192.168.100.2 §.8.8.8 DNS
i 1077 41.913795547 192.168.100.2 8§.8.8.8 DNS
i 1080 41.914288616 192.168.100.2 8.8.8.8 DNS
| 1081 41.914292633 192.168.100.2 8.8.8.8 DNS
i 1083 41.914409934 192.168.100.2 8.8.8.8 DNS
i 1084 41.914413972 192.168.100.2 8§.8.8.8 DNS
i 1088 41.937979390 8.8.8.8 192.168.100.2 DNS
| 1089 41.938189816 .5.8.8 192.168.100.2 DNS
i 1092 41.938678176 8.8.8.8 192.168.100.2 DNS
i 1093 41.938682214 8.8.8.8 192.168.100.2 DNS
-t 1096 41.940229478 8.8.8.8 192.168.100.2 DNS

1097 41.940233505 8.8.8.8 192.168.100.2 DNS

Figura 81. Resoluciéon DNS para el portal web de la ULPGC. Elaboracion propia.

En la figura 81, vemos que el abonado hace la peticidn, cuya resolucién es resuelta en

primera instancia por el servidor DNS configurado, en este caso el 8.8.8.8 de Google.

Internamente el abonado consigue acceder a la pagina solicitada mediante el doble NAT
necesario en esta solucion de red, que se logra enmascarando la direccion del abonado

anterior con la direccion WAN que se muestra en la siguiente figura.
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321 12.830737792 10.11.204.28 185.125.190.17 TCP
322 12.882352395 185.125.198.17 19.11.284.28 TCP
323 12.882373164 108.11.2084.28 185.125.198.17 TCP
324 12.882428829 10.11.204.28 185.125.190.17 HTTP
325 12.934235185 185.125.198.17 19.11.2684.28 HTTP
326 12.934235386 185.125.198.17 19.11.284.28 TCP
327 12.934262998 10.11.204.28 185.125.198.17 TCP
328 12.934333261 10.11.204.28 185.125.198.17 TCP
329 12.985921725 185.125.196.17 16.11.284.28 TCP

Figura 82. Conexién de la interfaz WAN del Router virtual con la pagina de la ULPGC. Elaboracién propia.

Como se observa en la figura 82, al realizar una peticion HTTP por parte del abonado, la
direccién IP que establece la conexién con el servidor web donde se encuentra alojada la
pagina es la 10.11.204.28, enmascarando de esta manera las direcciones IP privadas de

la red GPON local, tal como se menciond anteriormente.

De esta manera, el usuario final puede acceder a cualquier servicio disponible en Internet.

Down

Upload:

Figura 83. Prueba de velocidad por parte del abonado final correspondiente a la ONT 1. Elaboracién propia.

Resultados del servicio de IPTV:

Para evaluar el servicio de IPTV, se realizara la emision de un stream de video y se
analizaran los paquetes y protocolos involucrados para garantizar el correcto

funcionamiento y visualizacion del servicio por parte del abonado.

Al iniciar el stream, desde el servidor de video, la direccion IP 192.168.30.10 emite el flujo
hacia una direccibn multicast, 239.1.1.1, la cual se propaga a través de toda la red,

permitiendo que los abonados se suscriban al grupo multicast asociado a dicha direccion.
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.331829695

alsalal MPEG TS
154 48.331838952 192.168.30.10 239.1.1.1 MPEG TS
155 48.332529128 192.168.30.10 wicirloal Al al MPEG TS
156 48.332532885 192.168.30.10 239.1.1.1 MPEG-1
157 48.332633875 192.168.30.10 wicirloal Al al MPEG-1
158 48.332636450 192.168.30.10 239.1.1.1 MPEG-1

Figura 84. Conexidn del servidor de IPTV con el grupo Multicast. Elaboracién propia.

Del lado del abonado, al este sintonizar el stream, aparece trafico IGMP, que muestra el
funcionamiento de unién al grupo multicast relacionado con la transmision efectuada, como

se muestra en la siguiente figura.

192.168.30.2 224.0.0.22 IGMPv3

192.168.30.2 224.0.0.22 IGMPv3

Figura 85. Conexioén del abonado con el grupo Mulitcast. Elaboracién propia.

En la figura 85 se observa al host 192.168.30.2 enviando IGMPv3 Membership Report a la
direccion link-local 224.0.0.22, utilizada para registrar altas o renovaciones de suscripcion
a grupos multicast en la subred, siendo nuestro caso el 239.1.1.1, como se observa en la

siguiente figura.

Frame 14879: 58 bytes on wire (464 bits), 58 bytes captured (464 bits) on interface vportl, id @
Ethernet II, Src: TELNETRedesI_©4:4b:c4 (78:3d:5b:©4:4b:c4), Dst: IPv4dmcast_16 (01:00:5e:00:00:16)
802.1Q Virtual LAN, PRI: @, DEI: ©, ID: 300

Internet Protocol Version 4, Src: 192.168.30.2, Dst: 224.0.0.22

4 v v v -

[IGMP Version: 3]
Type: Membership Report (8x22)
Reserved: 00
+ [Expert Info (Error/Checksum): Bad checksum [should be 8xe9fb]]
[Checksum Status: Bad]
Reserved: 0000
Num Group Records: 1
= Group Record : 239.1.1.1 Change To Exclude Mode
Record Type: Change To Exclude Mode (4)
Aux Data Len: ©
Num Src: ©
Multicast Address: 239.1.1.1

Figura 86. Detalle del IGMPv3 Mermbership Report (Unién al grupo Multicast). Elaboracion propia.

La figura superior ratifica lo expuesto anteriormente: el host 192.168.30.2 (VLAN 300) envia
un mensaje IGMPv3 Membership Report dirigido a la direccion link-local 224.0.0.22. Dentro

del mensaje se incluye el Group Record para la direccion 239.1.1.1 con la accién "Change
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to Exclude Mode", lo que indica que el host comunica al emisor del stream multicast

(Servidor de IPTV) su nueva preferencia de filtrado de fuentes para dicho grupo.

En el caso que el usuario final deje de visualizar el stream, tendremos un abandono de

grupo multicast, como se puede observar en la siguiente figura.

-

Frame 39607: 58 bytes on wire (464 bits), 58 bytes captured (464 bits) on interface wvportl, id @
= Ethernet II, Src: TELNETRedesI_@84:4b:c4 (78:3d:5b:84:4b:c4), Dst: IPv4dmcast_16 (01:00:5e:00:00:16)
~ Destination: IPv4mcast_16 (01:00:5e:00:00:16)
Address: IPv4mcast_16 (@1 0e: 5& 00:00:16)
cewse 2.BL ... ... ... .... = LG bit: Globally unique address (factory default)
....... 1 .... «vvv wvww wu.. = IG bit: Group address (multicast/broadcast)
+ Source: TELNETRedesI_04:4b:c4 (?B 3d:5b:04:4b:c4)
Address: TELNETRedesI_84:4b:c4 (?B 3d:5b:04:4b:c4)
R - I . .+.. = LG bit: Globally unique address (factory default)
....... ® .... «.vv wuus wn... = IG bit: Individual address (unicast)
Type: 802.1Q Virtual LAN (@xBi@@)
» 802.1Q Virtual LAN, PRI: @, DEI: ©, ID: 300
+ Internet Protocol Version 4, Src: 192.168.30.2, Dst: 224.0.0.22

[IGMP Version: 3]
Type: Membership Report (@x22)
Reserved: 00
+ [Expert Info (Error/Checksum): Bad checksum [should be ®xeafb]]
[Checksum Status: Bad]
Reserved: 0000
Num Group Records: 1
= Group Record : 239.1.1.1 Change To Include Mode
Record Type: Change To Include Mode (3)
Aux Data Len: ©
Num Src: ©
Multicast Address: 239.1.1.1

Figura 87. Detalle del IGMPv3 Membership Report (Liberacion del grupo Multicast). Elaboracion propia.

Cuando el usuario decide dejar de ver el contenido multicast, su dispositivo 192.168.30.2
(conectado a la VLAN 300) necesita avisar a la red que ya no esta interesado en recibir
ese flujo de video. Para ello, envia un mensaje IGMPv3 Membership Report a la direccion
especial link-local 224.0.0.22, incluyendo informacion sobre el grupo 239.1.1.1 con el
comando Change to Include Mode y configurando Num Src = 0. En términos sencillos, esto
significa que el dispositivo esta diciéndole a los equipos de red: "ya no quiero recibir este
canal". Es como cuando te das de baja de un servicio de streaming. Por ultimo, es normal
que Wireshark muestre una advertencia sobre checksum incorrecto; esto ocurre porque las
tarjetas de red modernas procesan esta informacién de manera optimizada, pero no

significa que haya algun problema real con la transmision [85][86][87].

Finalmente, y después de analizar cémo funciona el trafico de este servicio para que llegue
a funcionar correctamente en el usuario final, observamos en la figura 88 la reproduccion

del contenido de este por parte de uno de los abonados.
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A udp://239.1.1.1:1234 - Reproductor multimedia VLC o [m] X

Medio Reproduccién  Audio Video Subtitulo Herramientas Ver Ayuda

00:16 00:00

I v m m) D314 S|4 e |

Figura 88. Reproduccion del stream por parte del abonado final conectado a la ONT 1. Elaboracion propia.

Resultados del servicio de VolP:

Para evaluar el funcionamiento del servicio de VolP, se implementara un protocolo de
verificacion de conectividad. En esta fase inicial, se procedera a conectar las dos lineas o
extensiones registradas en la centralita telefénica virtual, lo que permitira analizar los
componentes internos necesarios para garantizar el correcto funcionamiento del servicio.
Para ello, conectaremos la extension perteneciente a la ONT 1 como se observa en la

figura 89 (Se hace los mismo para la extension correspondiente a la ONT 2).

192.168.200.30 192.168.200.2 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.2 192.168.200.36 SIP
192.168.200.2 192.168.200.36 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.2 192.168.200.30 SIP
192.168.200.2 192.168.200.30 SIP
192.168.200.2 192.168.200.30 SIP
192.168.200.2 192.168.200.36 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.2 192.168.200.30 SIP
192.168.200.2 192.168.200.30 SIP
192.168.200.30 192.168.200.2 SIP
192.168.200.30 192.168.200.2 SIP

Figura 89. Conexién entre la extension conectada a la ONT 1 (192.168.200.30) y la centralita virtual
(192.168.200.2). Elaboracion propia.
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Siguiendo el detalle de los paquetes anteriores, tenemos la correspondencia en la figura

90.

750 Request: REGISTER sip:192.168.200.2;transport=UDP (1 binding) |

750 Request: REGISTER sip:192.168.200.2;transport=UDP (1 binding) |

559 Status: 401 Unauthorized |

559 Status: 401 Unauthorized |

1042 Request: REGISTER sip:192.168.200.2;transport=UDP (1 binding) |

1042 Request: REGISTER sip:192.168.200.2;transport=UDP (1 binding) |

533 Status: 200 OK (REGISTER) (1 binding) |

533 Status: 200 OK (REGISTER) (1 binding) |

532 Request: OPTIONS sip:1002@192.168.200.30:53047;rinstance=8afa385e35b39f49 |
532 Request: OPTIONS sip:1002@192.168.200.30:53047;rinstance=8afa385e35b39f49 |
1026 Request: REGISTER sip:192.168.200.2;transport=UDP (remove 1 binding) |
1026 Request: REGISTER sip:192.168.200.2;transport=UDP (remove 1 binding) |

440 Status: 200 OK (REGISTER) (© bindings) |

440 Status: 200 OK (REGISTER) (© bindings) |

754 Status: 200 OK (OPTIONS) |

754 Status: 200 OK (OPTIONS) |

|

Figura 90. Detalle de conexién entre la extension de la ONT 1 (192.168.200.30) y la centralita virtual
(192.168.200.2). Elaboracion propia.

La figura 90 ilustra la secuencia caracteristica del protocolo SIP (Session Initiation Protocol)
durante los procesos de registro y des registro de una extensién en la centralita de VolP.
El proceso se inicia cuando la extension ubicada en la direccion IP 192.168.200.30
transmite un mensaje REGISTER hacia la centralita con direccién IP 192.168.200.2. Como
respuesta inicial, la centralita emite un mensaje 401 Unauthorized, requiriendo la

autenticacion mediante credenciales Digest.

Posteriormente, la extension retransmite el mensaje REGISTER incorporando las
credenciales solicitadas, momento en el cual la centralita valida la informacién y confirma
la aceptacion del registro mediante un mensaje 200 OK, estableciendo de esta manera el

enlace activo (binding).

Durante la sesién activa, la centralita implementa un mecanismo de supervisién continua
mediante el envio periddico de mensajes OPTIONS, disenados para verificar el estado de
conectividad del cliente SIP. La extension responde consistentemente a estas consultas

con mensajes 200 OK, confirmando su disponibilidad operativa.

El proceso concluye cuando la extension requiere desconectarse o reiniciarse, momento
en el que transmite un mensaje REGISTER con el parametro Expires=0 (denominado

"remove binding"), instruyendo la eliminacion del registro. La centralita procesa esta

129



solicitud y confirma la finalizacion del enlace mediante un mensaje final 200 OK. El mismo

proceso sucede para la extensién correspondiente al segundo abonado.

En segundo lugar, haremos una llamada desde el abonado con extension 1002 (Abonado
de la ONT 1) al abonado con extension 1003 (Abonado de la ONT 2), la cual analizaremos

en Wireshark como hemos venido haciendo.

m g e o - e e e T

26.715985036 ! C - - - SIP/SDP
827 26.715998161 192.168.200.30 192.168.200.2 SIP/SDP
829 26.717070649 192.168.200.2 192.168.200.30 SIP
830 26.717077171 192.168.200.2 192.168.200.30 SIP

832 26.722574917 192.168.200.2 192.168.200.30 SIP/SDP
833 26.722579525 192.168.200.2 192.168.200.30 SIP/SDP
835 26.738392062 192.168.200.2 192.168.200.7 SIP/SDP
837 26.738478267 192.168.200.2 192.168.200.30 SIP/SDP
2

838 26.738482214 192.168.200. 192.168.200.30 SIP/SDP
839 26.738612884 10.10.0.6 10.10.0.10 OpenF Low
841 26.753467482 192.168.200.30 192.168.200.2 RTP
842 26.753478333 192.168.200.30 192.168.200.2 RTP
844 26.757807377 192.168.200.2 192.168.200.30 RTP
845 26.757811365 192.168.200.2 192.168.200.30 RTP
897 26.777760799 192.168.200.2 192.168.200.30 RTP
858 26.777764015 192.168.200.2 192.168.200.30 RTP
860 26.797980620 192.168.200.2 192.168.200.30 RTP
861 26.797982684 192.168.200.2 192.168.200.30 RTP
863 26.817751814 192.168.200.2 192.168.200.30 RTP
864 26.817754960 192.168.200.2 192.168.200.30 RTP
866 26.837761163 192.168.200.2 192.168.200.30 RTP
867 26.837764419 192.168.200.2 192.168.200.30 RTP
874 26.857765612 192.168.200.2 192.168.200.30 RTP
875 26.857768418 192.168.200.2 192.168.200.30 RTP
877 26.877863109 192.168.200.2 192.168.200.30 RTP
878 26.877865173 192.168.200.2 192.168.200.30 RTP
879 26.888472714 192.168.200.30 192.168.200.2 RTP
880 26.888476311 192.168.200.30 192.168.200.2 RTP
RR2 2R RA77R4498A 192 1RR 20K 2 192 1AR 260A 3@ RTE

Figura 91. Ejecucion de llamada entre la extension 1002 y 1003. Elaboracién propia.
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Continuando con la captura anterior podemos ver la descripcion de cada paquete

involucrado en la llamada efectuada como podemos observar en la figura 92.

——r——rreTe—
1370 Request:
1370 Request:
365 Status:
365 Status:
894 Status:
894 Status:
1172 Request:
948 Status:
948 Status:

oo TP
INVITE sip:1003@1

TTrUTTEOUT e T T

92.168.200.2;tr

L 1
anspor t=UDP

INVITE sip:1003@192.168.200.2;transport=UDP |

100 Trying |
100 Trying |
183 Session
183 Session

INVITE sip:1003@192.168.200.7:64830;rinstance-ac909f0a45b6adcc |

183 Session
183 Session

Progress
Progress

Progress

Progress

1280 Type: OFPT_PACKET_IN
62 PT=Unassigned, SSRC=0x8262579A, Seq=39020, Time=711860839
62 PT=Unassigned, SSRC=0x8262579A, Seq=396020, Time=711860839

220 PT=ITU-T G6.711 PCMU, SSRC=0x6A98CA16, Seq=7531, Time=160
220 PT=ITU-T G.711 PCMU, SSRC=0x6A90CA16, Seq=7531, Time=160
220 PT=ITU-T G.711 PCMU, SSRC=0x6A90CA16, Seq=7532, Time=320
220 PT=ITU-T G.711 PCMU, SSRC=0x6A90CA16, Seq=7532, Time=320
220 PT=ITU-T G.711 PCMU, SSRC=0x6A96CA16, Seq=7533, Time=480
220 PT=ITU-T 6.711 PCMU, SSRC=0x6A98CA16, Seq=7533, Time=480
220 PT=ITU-T G6.711 PCMU, SSRC=0x6A98CA16, Seq=7534, Time=640
220 PT=ITU-T G.711 PCMU, SSRC=0x6A90CA16, Seq=7534, Time=640
220 PT=ITU-T G.711 PCMU, SSRC-0x6A90CA16, Seq=7535, Time=800
220 PT=ITU-T G.711 PCMU, SSRC=0x6A90CA16, Seq=7535, Time=800
220 PT=ITU-T G.711 PCMU, SSRC=0x6A96CA16, Seq=7536, Time=960
220 PT=ITU-T G.711 PCMU, SSRC=0x6A98CA16, Seq=7536, Time=960
220 PT=ITU-T 6.711 PCMU, SSRC=0x6A98CA16, Seq=7537, Time=1128
220 PT=ITU-T G6.711 PCMU, SSRC=0x6A98CA16, Seq=7537, Time=1128
222 PT=ITU-T G.711 PCMU, SSRC=0x8262579A, Seq=39021, Time=7116060839, Mark
222 PT=ITU-T G.711 PCMU, SSRC=0x8262579A, Seq=39021, Time=711060839, Mark
220 PT=TTI-T G _711 _PCMIl __SSPC=A¥RAGACAIR _Sen=7538 Time=128A

Figura 92. Detalle de la ejecucion de llamada entre la extension 1002 y 1003. Elaboracion propia.

Las figuras 91 y 92 presentan la secuencia del establecimiento de una llamada VolP
mediante SIP y la posterior transmisidn de audio a través del protocolo RTP. El proceso se
inicia cuando la extensién SIP con direccion IP 192.168.200.30 transmite un mensaje
INVITE hacia la centralita VolP ubicada en 192.168.200.2, solicitando el establecimiento

de comunicacion con la extension 1003.

La centralita ejecuta una respuesta escalonada: primero emite un mensaje provisional 100
Trying para confirmar el procesamiento de la solicitud, seguido de un mensaje 183 Session
Progress que incluye informacién SDP, habilitando la reproduccién temprana de medios

previo a la aceptacion definitiva de la llamada.

Paralelamente, la centralita reenvia la solicitud INVITE al terminal destinatario identificado
con la direccion IP 192.168.200.7 para completar el establecimiento del didlogo de
comunicacion. Durante este proceso, se registra un mensaje OFPT_PACKET_IN originado
desde el controlador SDN (10.10.0.10), evidenciando que el conmutador OpenFlow ha
detectado un nuevo flujo RTP y ha notificado al controlador SDN para la gestion dindmica

de las reglas del plano de datos.
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Completada la negociacion SDP, se establece un flujo de audio RTP bidireccional entre la
extensiéon originadora (192.168.200.30) y la centralita (192.168.200.2). La transmision
emplea el codec G.711 PCMU con una generacion de paquetes cada 20 ms, resultando en

un ancho de banda de 64 kbit/s por cada direccion de transmision.

Esta secuencia confirma la integracion efectiva y la coordinacién 6ptima entre los planos
de senalizacion (SIP), transmision de medios (RTP) y control de red (OpenFlow),
asegurando asi la calidad y estabilidad del servicio VolP implementado sobre la
infraestructura GPON bajo gestion SDN.

Finalmente, en la figura 93, vemos como se produce la comunicacion entre las dos

extensiones mencionadas anteriormente.

Figura 93. Desarrollo de la llamada entre la extension 1003 y la 1002. Elaboracion propia.
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Resultados del servicio de CCTV:

Para evaluar el funcionamiento del servicio del CCTV, se realizé una conexion al servicio
desde el abonado correspondiente a la ONT 1, hacia el servicio web de gestion de camaras
instalado en el servidor (NVR). Para ello haremos la siguiente solitud HTTP desde un
cliente web por parte del abonado: 192.168.40.2/zm, provocando asi el trafico de la figura
94.

192.168. 40 1

192 168 40 1

192 168 40 2

192.168.40.1
192.168.40.1

192 168. 40 2

192 168 40 2
192 168 40 1

192 168 40 2
192.168.40.2

TCP

192 168 40 1 192 168 40 2

192.168.40.2 192.168.40.1

192.168.40.1 192.168.40.2

Figura 94. Trafico generado entre el abonado de la ONT 1 (192.168.40.1) y el servidor NVR del CCTV
(192.168.40.2). Elaboracion propia.

Consecuente con la figura 94, tenemos la descripcion de casa paquete como podemos ver

en la figura 95.

TCP 62 54163 —~ 80 [ACK] Seq= 1 Ack 1 Win= 262656 Len=0
490 GET /zm HTTP/1 1
66 80 - 54164 [ACK] Seq =1 Ack 430 Wln 64128 Len= 0

62 54164 — 80 [ACK] Seq=1 Ack= T Win=262656 Len=0
62 54164 . 80 [ACK] Seq 1 Ack=1 Win=262656 Len=0

62 54165 — 80 [ACK] Seq 1 Ack 1 W1n 262656 Len 0

HTTP 629 HTTP/1 1 301 Moved Permanently (text/html)

Figura 95. Detalle del trafico generado entre el abonado de la ONT 1 (192.168.40.1) y el servidor NVR del
CCTV (192.168.40.2). Elaboracion propia.
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En la figura 95 se muestra una captura de trafico HTTP correspondiente a la VLAN 400,
configurada especificamente para el servicio de CCTV dentro de la infraestructura GPON
bajo gestion SDN. La secuencia analizada presenta una solicitud HTTP iniciada desde el
cliente con direccién IP 192.168.40.1 hacia el servidor web 192.168.40.2, empleando el

método GET para acceder al recurso /zm.

Posteriormente, si el abonado final inicia un video en directo o una grabacion desde la

interfaz grafica proporcionada para que gestiones las camaras IP, NVR de ZoneMinder,

podemos observar en Wireshark el trafico de video en directo en la figura 96.

192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP
192.168.1.20 192.168.40.2 RTP

Figura 96. Trafico generado por la transmision de video capturado por la camara IP del abonado en su red
local (192.168.1.20) hacia el servidor (192.168.40.2). Elaboracion propia.

[RTP 70 PT=DynamiCRIP-Type-96, SSRC=0OxA6B61139, Seq-16360, Time=0
RTP 70 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16360, Time=0
RTP 1022 PT=ITU-T G.711 PCMU, SSRC=0xB82C454, Seq=8960, Time=0

RTP 1022 PT=ITU-T G.711 PCMU, SSRC=0xB82C454, Seq=8960, Time=0

RTP 66 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16361, Time=0
RTP 66 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16361, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16362, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16362, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16363, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16363, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16364, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16364, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16365, Time=0
RTP 1498 PT=DynamicRTP-Type-96, SSRC=0xA6B61139, Seq=16365, Time=0

Figura 97. Detalle del trafico generado por la transmisién de video capturado por la camara IP del abonado en
su red local (192.168.1.20) hacia el servidor (192.168.40.2). Elaboracién propia.
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La Figura 97 presenta el analisis del trafico RTP generado durante la visualizacion en
tiempo real de una camara IP a través de ZoneMinder, estableciéndose el flujo desde el
dispositivo 192.168.1.20 (red local del abonado) hacia el servidor NVR 192.168.40.2.

Se identifican dos flujos RTP simultaneos: el flujo de video H.264 (Payload Type 96, SSRC
0xA6B61139) con paquetes de aproximadamente 1498 bytes que se ajustan a la MTU
Ethernet y presentan secuencia numérica continua (Seq=16360-16374) sin pérdidas; y el
flujo de audio G.711 y-law (Payload Type 0, SSRC 0xB82C454) con paquetes menores

(=1022 bytes) coherentes con el codec y muestreo de 20 ms.

Los resultados validan tres aspectos fundamentales: la correcta sincronizacion audio-video
mediante convergencia hacia la misma direccion de destino con puertos UDP negociados
por RTSP, permitiendo ensamblaje sin jitter perceptible; la eficiencia de la infraestructura
GPON-SDN evidenciada por la transmisién sostenida a tasa constante sin retransmisiones
ni discontinuidades, demostrando latencias y buffers adecuados en la red troncal y
conmutadores OpenFlow; y el correcto aislamiento por VLAN especifica para CCTV,
garantizando que el consumo de ancho de banda del flujo H.264 no comprometa la QoS

de servicios concurrentes (VolP, IPTV, navegacion web).

En conclusion, el analisis confirma la capacidad de la arquitectura GPON-SDN para
soportar transmisiéon multimedia en tiempo real con calidad profesional, cumpliendo los

requisitos operativos para la integracién de ZoneMinder en el proyecto.

Como resultado del correcto funcionamiento del servicio de CCTV, por parte del usuario

final, tenemos el siguiente resultado de ejecucién, como se muestra en la figura 98.

Figura 98. Visién general del NVR del servicio de CCTV, ejecutado por parte del abonado correspondiente a
la ONT 1. Elaboracién propia.
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Siendo el detalle de la figura anterior, la visualizacién al completo de la camara IP en

cuestién, como se observa en la figura 99.

192.168.40.2/zm/?view=watch&mid=1

L (=1}
| w:x\mm
i il

i

State: Idle - 26,0 fps 25,0 fps

Mode: Live

Figura 99. Detalle del video en capturado en modo “live”, ejecutado por parte del abonado correspondiente a
la ONT 1. Elaboracioén propia.

Conclusiones generales de los servicios implementados:

A continuacion, se presentan las conclusiones generales obtenidas de la evaluacion de los

servicios implementados sobre la red GPON con gestion SDN:
e Servicio de Datos:

o Se confirmé la conectividad directa entre el abonado (192.168.100.2) y el
servidor de datos/router virtual (192.168.100.1), operando sobre la VLAN
100.

o Para el acceso a Internet, se implementd con éxito un doble NAT,
enmascarando las direcciones IP privadas de la red GPON local con una
direccion WAN publica (10.11.204.28) a través del router VyOS, lo que

permite a los usuarios acceder a cualquier servicio disponible en Internet.
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(e]

Se verificd la resolucion DNS y el acceso a portales web externos,

demostrando la plena funcionalidad del servicio de datos.

e Servicio de IPTV:

(¢]

La emisién del stream de video desde el servidor (192.168.30.10) a la

direccién multicast (239.1.1.1) y su propagacion en la red fue exitosa.

El trafico IGMPv3 Membership Report (a 224.0.0.22) validé el correcto
funcionamiento de la suscripcion y liberacion de grupos multicast por parte
de los abonados (192.168.30.2 en VLAN 300), asegurando la correcta

recepcion y cese del stream.

Finalmente, se confirmd la reproduccion fluida y correcta del contenido de

IPTV en el dispositivo del abonado.

e Servicio de VolP:

(o]

(0]

El proceso de registro y des registro SIP (Session Initiation Protocol) se
realizd correctamente entre las extensiones (ej., 192.168.200.30) y la
centralita VolP (192.168.200.2), incluyendo la autenticacién mediante
credenciales Digest y la supervision de conectividad con mensajes
OPTIONS.

El establecimiento de llamadas entre extensiones (ej., 1002 y 1003) mostro
una secuencia exitosa que involucré mensajes INVITE, 100 Trying, 183

Session Progress 'y SDP.

La deteccion de flujos RTP por parte del conmutador OpenFlow,
evidenciada por el mensaje OFPT_PACKET_IN al controlador SDN
(10.10.0.10), confirmd la gestion dinamica de reglas y la coordinacion éptima
entre los planos de sefializacién (SIP), transmisién de medios (RTP) y

control de red (OpenFlow).

La transmision de audio se establecioé bidireccionalmente mediante RTP con

cédec G.711 PCMU, asegurando la calidad y estabilidad del servicio VoIP.

e Servicio de CCTV:

(o]

La conexion al servicio de gestion de camaras (NVR) se realizd

correctamente a través de trafico HTTP entre el abonado (192.168.40.1) y
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el servidor NVR (192.168.40.2), utilizando la VLAN 400 especifica para este

servicio.

o La visualizacion en tiempo real de la camara IP generé flujos RTP
simultdneos de video (H.264) y audio (G.711 p-law), transmitiéndose

eficientemente desde la camara (192.168.1.20) hacia el servidor NVR.

o Se validé la correcta sincronizacién audio-video sin jitter perceptible, la
eficiencia de la infraestructura GPON-SDN para una transmision sostenida
sin retransmisiones ni discontinuidades, y el aislamiento efectivo por VLAN

que evita la interferencia con la QoS de otros servicios concurrentes.

o En sintesis, la arquitectura GPON-SDN demostré su capacidad para
soportar la transmision multimedia en tiempo real con calidad profesional,
cumpliendo los requisitos operativos para la integracién de ZoneMinder en

el proyecto.

En conjunto, los resultados obtenidos tras la implementacion de los servicios ofrecidos
sobre la red GPON y su gestidon mediante el controlador SDN ONOS validan la viabilidad,
eficiencia y potencialidad de la solucion propuesta, estableciendo una base sélida para

futuras implementaciones similares y lineas de investigacion.

6.4. Resultados de integracién del controlador SDN de ONOS

Una vez analizado los servicios implementados de forma individualizada, se procede a la
ejecucion de las pruebas funcionales de gestién SDN. Para llevar a cabo esta evaluacion,
se empleara la interfaz Swagger integrada en ONOS, la cual proporciona una plataforma

web interactiva que facilita la interaccién directa con la APl REST del controlador.

Swagger constituye un framework de codigo abierto que permite documentar, probar y
consumir servicios web RESTful de manera intuitiva. En el contexto de ONOS, esta
herramienta se presenta como una interfaz grafica que expone todas las funcionalidades
disponibles a través de la API, permitiendo la ejecucion de operaciones de configuracion,

monitorizacion y gestion de la red de forma sencilla y sistematica.
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_J) I ONOS Core RESTAPI | Explore |

ONOS Core REST API

ONOS Core REST API

Figura 100. Swagger de ONOS. Elaboracién propia.

Limitacion de ancho de banda:

En este punto vamos a hacer prueba de limitar el ancho de banda de uno de los abonados
de la red GPON. En este caso ONOS permite crear meters OpenFlow para limitar el caudal
de flujos. Por ejemplo, para limitar a ~30 Mbps el trafico de un abonado GPON, podemos
crear un meter con unidad en KB/s y una banda de tipo DROP. En el entorno dado (switch

0f:000008bfb8f01b1c), el JSON seria:

{
"deviceId": "of:000008bfb8f0lbic",

"unit": "KB_PER_SEC",
"burst": true,
"bands": [

{

"type": "DROP",
"rate": 30000,
"burstSize": 30000
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Implementamos el cédigo anterior en el Swagger, como se puede observar en la figura

101.

meters

G

D

=]
2
:

G

G

a):]:

Creates

stream

Parameter

deviceld

/meters
/meters/{deviceld}/{meterld}
/meters/{deviceld}/{meterld}
/meters/{deviceld}

/meters/{deviceld}

Implementation Notes
and installs a new meter rule for the specified device.

Parameters

Value

of:000008bfb8f01b1c

Description

device identifier

"deviceld": "of:000008bfb8f@lblc",
"unit": "KB_PER_SEC",
"burst": true,
"bands": [
{
"type": "DROP",
"rate": "3e00",
"burstSize": "@",
“prec”: "@"
}
]

)j

meter rule JSON

Figura 101. Implementacion del meter en Swagger. Elaboracién propia.

Afadiéndose correctamente la base de datos del controlador de ONOS como se observa

a en la figura 102.

g

Meter for Device of:000008bfb8f01b1c (1 Total )

‘Search

METER ID

0x1

|AII Fields ~

APPID

org.onosp FOJEC[.rESI

Bytes: O Packets: O Type: DROP

STATE

ADDED

Figura 102. insercion del meter en la base de datos via API

. Elaboracion propia.
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Este meter permitira al usuario final llegar a una velocidad de conexén de hasta ~30 Mbps
y descartara el resto. Para aplicarlo, asociamos el meter a una regla de flujo. Por ejemplo,
para limitar el trafico entrante por el puerto 4 (abonados GPON) con VLAN 100 hacia

Internet (puerto 2):

{
"flows": [

{
"deviceld": "of:000008bfb8f01lblc",
"priority": 30000,
"isPermanent":
"treatment": {
"instructions": [
{ "type": "METER", "meterId": 1 },
{ "type": "OUTPUT", "port": "4" }

]
}s

"selector": {
"criteria": [
{ "type" : IIIN_PORTII) "por‘t" : n n

La instruccion METER en el flujo aplica la limitacion definida. Asi, cualquier paquete que
llegue por el puerto 2 pasara primero por el medidor y luego saldra por el puerto 4 con el

caudal restringido.

Aplicando el codigo anterior en el Swagger, tenemos como resultado la correcta
implementacion en la base de datos del controlador, y por tanto en la regla de flujo insertada

en el Open virtual Switch como podemos observar en la siguiente figura.
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0xb40000d0e3b4a4

Flow ID
State
Bytes

Packets

Duration 11

Flow Priority
Table Name
App Name

AppID 1

Group ID

Idle Timeout
Hard Timeout
Permanent

Selector

Oxb40000d0e3b4a4
Added

421143

6,760

rue

ETH_TYPE IN_PORT:2

Figura 103. Visualizacion en Ul de la regla de flujo que limita el ancho de banda de la red a 30Mbps.
Elaboracién propia.

Visualizando lo anterior en Wireshark, nos encontramos que la insercion de la regla de flujo

sigue la siguiente secuencia de paquetes.

To—TOoToTO To—ToToT opcTTTOow Ty PT T OT T T DA ITT o
10.10.0.10 10.10.0.6 OpenFlow 164 Type: OFPT_FLOW_MOD
10.10.0.6 10.10.0.10 OpenF Low 76 Type: OFPT_BARRIER_REPLY
10.10.0.6 10.10.0.10 OpenFlow 76 Type: OFPT_BARRIER_REPLY
10.10.0.6 10.10.0.10 OpenF low 148 Type: OFPT_FLOW_REMOVED
10.10.0.6 10.10.0.10 OpenF low 148 Type: OFPT_FLOW_REMOVED

Figura 104. Secuencia de paquetes en insercion de flujo para el protocolo OpenFlow. Elaboracién propia.

Que analizando a fondo podemos observar que traza revela la presencia de un mensaje
OFPT_FLOW_MOD (ADD)

0xb40000d0e3b4a4, el cual corresponde al flujo previamente registrado a través de la AP/

caracterizado por el identificador Unico (cookie)
REST. La inspeccion del contenido del paquete confirma la configuracion de coincidencia
establecida para el puerto de entrada in_port 2, asi como la implementacién de las
instrucciones programadas: aplicacion del medidor 1 para el control de tasa de

transferencia y redireccion del trafico hacia el puerto de salida OUTPUT 4.
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La configuracion incluye adicionalmente el flag SEND_FLOW _REMOVED, el cual instruye
al conmutador para generar un reporte estadistico al finalizar el ciclo de vida del flujo,
garantizando de esta manera la supervision completa por parte del controlador durante

toda la duracién de la regla de reenvio, como podemos observar en la figura 105.

Linux cooked capture vi
Internet Protocol Version 4, Src: 10.10.0.10, Dst: 10.10.0.6
Transmission Control Protocol, Src Port: 6653, Dst Port: 53130, Seq: 126532, Ack: 623846, Len: 96
OpenFlow 1.3
Version: 1.3 (0x04)
Type: OFPT_FLOW_MOD (14)
Length: 96
Transaction ID: ©
Cookie: 0x00b400060dee3bdad
Cookie mask: ©9x0000000000000000
Table ID: @
Command: OFPFC_ADD (@)
Idle timeout: @
Hard timeout: @
Priority: 30000
Buffer ID: OFP_NO_BUFFER (4294967295)
Out port: OFPP_ANY (4294967295)
Out group: OFPG_ANY (4294967295)
+ Flags: @xeeel

...1 = Send flow removed: True
..0. = Check overlap: False
.. .0.. = Reset counts: False
+e.. B... = Don't count packets: False
viwe wues ...® ... = Don't count bytes: False
Pad: 0000
~ Match
Type: OFPMT_OXM (1)
Length: 12
* OXM field

Class: OFPXMC_OPENFLOW_BASIC (0x8000)
POEO 000. = Field: OFPXMT_OFB_IN_PORT (@)
.e«. ...0 = Has mask: False
Length: 4
Value: 2
Pad: 000000008
+ Instruction
Type: OFPIT_APPLY_ACTIONS (4)
Length: 24
Pad: 0000RORE
» Action
+~ Instruction
Type: OFPIT_METER (6)
Length: 8
Meter ID: 1

Figura 105. Detalle del paquete OpenFlow (ADD) para la insercién del flujo de limitacion de ancho de banda a
30 Mbps. Elaboracién propia.

Finalmente, concluyendo con este analisis podemos confirmar que el trafico anterior
corresponde con la secuencia minima de mensajes OpenFlow 1.3 intercambiados entre el
controlador ONOS (10.10.0.10) y el conmutador OvS (10.10.0.6) durante el procesamiento

de una peticién POST /flows ejecutada por la aplicacion REST.

La secuencia temporal analizada revela cinco mensajes: inicialmente, ONOS transmite un
mensaje OFPT_FLOW_MOD (ADD) en el instante 390.6223 ms para instalar una regla de
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flujo caracterizada por cookie 0xb40000d0e3b4a4, prioridad 30000 en la tabla 0, con
instrucciones especificas para aplicar el medidor 1 y redirigir hacia el puerto 4.
Posteriormente, OvS responde con dos mensajes OFPT_BARRIER REPLY consecutivos
(390.6224 y 390.6225 ms), confirmando la aplicacién completa de la regla y garantizando
la inmediatez de la operaciéon mediante el mecanismo de barreras implementado por ONOS

para delimitar bloques légicos de configuracion.

La secuencia concluye con dos mensajes OFPT_FLOW_REMOVED (390.6226 y 390.6227
ms) que notifican la eliminacion del flujo, incluyendo estadisticas acumuladas de 163,889
paquetes procesados y 240,450,360 bytes transferidos, confirmando la retirada completa

en todos los contextos operativos.

El analisis de esta interaccion evidencia tres fases operativas diferenciadas. La fase de
insercion comprende la traduccién por parte de ONOS de la solicitud REST a un mensaje
FLOW_MOD (ADD), acompanado de un BARRIER_REQUEST implicito para garantizar la
aplicacion inmediata de la regla. La fase de confirmacion se materializa mediante las
respuestas BARRIER_REPLY del conmutador, certificando que la regla esta activa y
operativa para el reenvio de trafico. Finalmente, la fase de retirada se ejecuta mediante los
mensajes FLOW_REMOVED, que proporcionan estadisticas de uso para contabilizacién y

verificaciéon de politicas por parte del controlador.

Esta secuencia demuestra la naturaleza funcional del protocolo OpenFlow, donde el
mensaje BARRIER_REPLY marca la finalizacién exitosa de la instalacion, mientras que
FLOW _REMOVED certifica el ciclo de vida completo del flujo programado a través de la
API REST, asegurando la coherencia entre el plano de control (ONOS) y el plano de datos
(OvS)."

Finalmente, desde el abonado correspondiente ala ONT 1 es posible verificar que el ancho
de banda de descarga (download) en sentido descendente se limita efectivamente a 30
Mbps, conforme a las especificaciones del flujo insertado desde el controlador hacia el
OvS.
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Speedtest by Ockla

i Gomer

4.91 Mbps [

Figura 106. Comprobacién de ancho de banda limitado a 30Mbps por parte del abonado correspondiente a la
ONT 1. Elaboracién propia.

6.4.1 Conclusiones generales de la implementaciéon de ONOS en la
red GPON

Validacion de la solucion propuesta

La implementacién de la red GPON bajo la gestion del controlador SDN ONOS ha
demostrado la viabilidad técnica, eficiencia operativa y potencial de escalabilidad de la
solucion propuesta, estableciendo una base sélida para futuras implementaciones y lineas

de investigacion en el ambito de las redes de acceso definidas por software.
Gestion y programacién centralizada

La evaluacion del controlador ONOS revelé capacidades destacadas en términos de
gestion centralizada de la infraestructura de red. La integracién nativa de la interfaz
Swagger proporciona una plataforma web interactiva que facilita la interaccién directa con
la APl REST del controlador. Esta funcionalidad permite la exposicién completa de las
capacidades del sistema mediante interfaces programaticas, habilitando la ejecucion
sistematica de operaciones de configuracién, monitorizacion y gestion de red. La
centralizacion resultante del control de red automatiza significativamente las tareas

operativas tradicionalmente manuales.
Control de trafico y calidad de servicio

El sistema implementado demostré capacidades avanzadas de control de trafico mediante
la utilizacion de medidores OpenFlow. La validacion experimental incluyd la
implementacion de limitaciones de ancho de banda para un abonado GPON especifico,

estableciendo un limite de aproximadamente 30 Mbps. La creacion de estos medidores se
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ejecuta mediante la AP/ REST de ONOS, siendo incorporados correctamente en la base

de datos del controlador.

La aplicacion efectiva de estas limitaciones se materializa mediante la asociacion del
medidor con reglas de flujo especificas que ONOS inserta en el conmutador Open vSwitch
(OvS). Esta configuracion permite el control bidireccional del trafico, aplicando las
limitaciones definidas de manera precisa. Los resultados experimentales confirmaron que
el ancho de banda de descarga del abonado correspondiente a la ONT 1 se limitd
efectivamente a 30 Mbps, validando la correcta aplicacion del flujo insertado desde el

controlador hacia el conmutador.
Coherencia e interaccion con el plano de datos

El andlisis del trafico OpenFlow revel6 que la insercidn de reglas de flujo por parte de ONOS
sigue una secuencia protocolaria especifica, observable mediante analisis de trafico. Esta
secuencia evidencia la transmision de mensajes OFPT_FLOW _MOD (ADD) desde ONOS
(10.10.0.10) hacia el conmutador OvS (10.10.0.6) para la instalacién de reglas de flujo.

La respuesta del conmutador mediante mensajes OFPT_BARRIER _REPLY confirma la
aplicacion completa e inmediata de las reglas, aprovechando el mecanismo de barreras
implementado por ONOS para delimitar bloques légicos de configuracion. Adicionalmente,
la observacion de mensajes OFPT_FLOW_REMOVED proporciona notificaciones de
eliminacion de flujos junto con estadisticas acumuladas, garantizando la supervision

integral por parte del controlador durante el ciclo de vida completo de cada regla.

Esta interaccion confirma la naturaleza operacional del protocolo OpenFlow y asegura la

coherencia operativa entre el plano de control (ONOS) y el plano de datos (OvS).

6.4.2 Otras pruebas de gestiéon con ONOS

Para complementar la evaluacién de las capacidades basicas del controlador ONOS, se
ejecutaron pruebas adicionales orientadas a validar funcionalidades avanzadas de gestion
y seguridad en tiempo real. Estos experimentos permitieron demostrar la versatilidad del
sistema implementado mas alla de las operaciones convencionales de aprovisionamiento

de ancho de banda y distribucion de contenido multicast.

Las pruebas realizadas se pueden visualizar en el anexo A4 disponible al final del

documento.
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6.5. Posibles ampliaciones y lineas futuras

Virtualizacién y uso de contenedores de componentes de red

La evolucion natural de este trabajo se centra en la virtualizacion completa de los
componentes de red mediante tecnologias emergentes. Una linea de investigacion
prioritaria consiste en la implementacion de un vOLT (OLT virtual) utilizando hardware de
propésito general y software de codigo abierto, siguiendo los principios arquitecténicos
establecidos por proyectos mencionados como lo es CORD. Esta aproximacion permitiria
sustituir completamente la OLT fisica por soluciones nativas de red definida por software
(SDN), proporcionando mayor flexibilidad operacional y reduciendo la dependencia de

hardware propietario.

Paralelamente, los servicios virtualizados actualmente desplegados (IPTV, VolP, CCTV y
Datos) constituyen candidatos ideales para su migracion hacia arquitecturas basadas en
contenedores Docker o plataformas de orquestacion como Kubernetes. Esta transicion
optimizaria el uso de recursos computacionales y mejoraria la escalabilidad horizontal del
sistema. La adopcion de tecnologias mediante contenedores facilitaria la automatizacion
del despliegue de funciones de red virtualizadas (VNFs) y su posterior integracion con

plataformas de gestion NFV MANO, acelerando los ciclos de desarrollo y validacion.
Automatizacién avanzada y gestion inteligente

El ambito de la automatizacion presenta oportunidades mediante la integracion de
herramientas especializadas de orquestacion de flujos de trabajo, tales como n8n o Node-
RED. Estas plataformas permitirian coordinar eventos de red complejos a través de flujos
de trabajo sin codigo. Por ejemplo, n8n podria automatizar procesos criticos como el
aprovisionamiento de nuevos dispositivos ONT, la actualizacién dinamica de politicas de
calidad de servicio, o la respuesta automatizada a alarmas mediante integracion con las

APIs del controlador ONOS y sistemas externos de gestion.

La implementacion de pipelines de integracion y despliegue continuo (CI/CD) especificos
para software de red representaria un avance hacia un mantenimiento agil y reproducible.
Estos pipelines gestionarian automaticamente scripts de configuracién, repositorios Git y

validaciones de integridad, asegurando la coherencia operacional del sistema.

Como extension natural de las capacidades SDN implementadas, se propone explorar la

aplicacion de técnicas de inteligencia artificial para la gestion dinamica de recursos de red.
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Pliego de condiciones

Pl.1. Introduccioén

Este apartado trata los elementos relacionados con las autorizaciones de uso, los derechos
de propiedad intelectual y las obligaciones correspondientes. Asimismo, se especifican las
circunstancias bajo las cuales se ha realizado la elaboracién del Trabajo de Fin de Grado

y las condiciones que deben cumplirse para la utilizacién del escenario de red desarrollado.
Pl.2. Condiciones hardware

Durante la elaboracién de este Trabajo de Fin de Grado, se utilizaron los componentes de

hardware que se detallan en la Tabla 16.

Tabla 16. Componentes hardware utilizados en el TFG.

Denominacion Modelo Fabricante
OLT SmartOLT 240 TELNET
ONT WaveAccess 4520 TELNET
SFP OLT de o6ptica C+ SFP OLT 1 Gbps Lopacan
Splitter 1x8 g657al 2mm 1,5m In:sc/upc-1,5m Electropolis Electropolis
Out: sc/apc
Splittter PLC 1x8 1x8 sc/apc sc/apc Electropolis Electropolis
Acoplador simple SC Elfcam Elfcam
Ordenador 64 GB de RAM TicNOVA
Ordenador optiplex 7010 Dell
Monitor 19" LCD HD Dell 1909WB Dell

1080p 100Hz IPS Flicker
Free Low Blue

Monitor 23,8" Light VESA HDMI Dell
VGA
Teclado Espafiol Dell
Switch de escritorio de 5 puertos a .

10/100/1000Mbps TL-SG105S Tp-link
USB 3.0 to Gigabit UE300 Tp-link
Cémara IP DCS-5222L D-Link

Ordenador portatil Vivobook Pro 15 Asus
Router-VPNServer Archer AX55 TP-Link
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Pl.3. Condiciones software

Tabla 17. Software utilizado en el TFG.

Aplicacion Version
Sistema Operativo Windows 11 23H2
Controlador ONOS 2.7.0 LTS
Docker Desktop 4.41.2
Sistema Operativo Windows 10 22H2
Open Virtual Switch 3.3.5LTS
Router VyOS 1.3
Asterisk Free PBX 16
ZoneMinder 1.32
OpenVPN en sistema Windows 3.6.0
OpenVPN en sistema Ubuntu 2.6.12
VLC 4.0
Sistema operativo Ubuntu Desktop 24.04.2 LTS
TGMS V2.1.3
VirtualBox 7.1

Pl.4. Condiciones de uso por parte del administrador de red

Para el correcto funcionamiento del sistema, el administrador de red debe cumplir con
requisitos técnicos especificos que garanticen la conectividad y seguridad del entorno. Es
necesario establecer una conexion VPN para acceder al Open vSwitch (OvS), ya que esta
proporciona un canal seguro y cifrado para las comunicaciones de control. Adicionalmente,
se requiere tener una instancia del controlador ONOS instalada localmente en el equipo
del administrador. La arquitectura de conexion se establece mediante la VPN, que permite
conectar el controlador ONOS local con el OvS remoto, creando un enlace de control
seguro. Esta configuracion asegura que todas las operaciones de administracion vy
monitorizacion se realicen a través de canales protegidos. El administrador debe mantener
activa la conexion VPN durante todas las sesiones de gestion y garantizar que la instancia

de ONOS esté correctamente configurada para comunicarse con el switch virtual.

157



PL.5. Condiciones de licencia

La infraestructura de red implementada en este TFG pertenece a la ULPGC. Toda persona
o institucion que requiera utilizar completa o parcialmente dicha infraestructura debera
cumplir con los términos especificados en la presente licencia. La implementacién del
sistema o su instalacion en entornos externos necesitara aprobacion explicita del autor, del

TFG y de la Escuela de Ingenieria de Telecomunicacion y Electronica de la ULPGC.

PIl.6. Derechos de autor

Tanto la configuracion fuente como la documentacién asociada a la red GPON-SDN estan
protegidos por la legislacion vigente en materia de propiedad intelectual, asi como por las
disposiciones de los tratados internacionales aplicables. El sistema desarrollado se
considera un producto sujeto a derechos de autor. No obstante, se permite su uso o
reproduccion bajo autorizacién expresa del autor, del tutor del TFG y de la Escuela de

Ingenieria de Telecomunicacién y Electronica de la ULPGC.

Pl.7. Restricciones

Queda prohibida la aplicacién de técnicas de ingenieria inversa. Se autoriza la cesion de
la configuracién a terceras partes solamente cuando el cedente no mantenga copias del
material transferido, incluidas versiones modificadas, actualizadas o documentacion

adicional.

P1.8. Garantia

El autor del TFG presenta la red GPON-SDN en su estado actual (tal como esta), sin ofrecer
garantias de ningun tipo, ya sean expresas o implicitas. No asume responsabilidad por
posibles perjuicios directos o indirectos que puedan originarse del uso de la configuracién,
la documentaciéon o cualquier otro elemento relacionado. No se asegura la precision,
confiabilidad ni aptitud de la red para propésitos particulares, tampoco se garantiza que su
operacion esté exenta de fallos. La configuracion no ha sido concebida para su
implementacién en ambientes criticos o0 de alta exposicion al riesgo que demanden
resistencia a errores. Por consiguiente, se declina de manera categdrica cualquier garantia
sobre la idoneidad de la red para actividades que conlleven riesgos para equipamiento,

infraestructuras o individuos.
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P1.9. Limitaciones de responsabilidad

Ni el autor del TFG, ni el tutor, ni la Escuela de Ingenieria de Telecomunicacién vy
Electrénica de la ULPGC asumiran responsabilidad alguna, bajo ninguna circunstancia, por
dafios directos, indirectos, incidentales, derivados o especiales, incluyendo pérdidas
financieras, interrupciones operativas, pérdida de informacion, beneficios no realizados o
cualquier otra repercusion que resulte del uso o de la incapacidad de usar la configuracion
de la red GPON-SDN vy la documentacion suministrada. El usuario acepta de forma
voluntaria todos los riesgos vinculados a la implementacion de la red y consiente las
condiciones, términos y limitaciones establecidas. No se otorga ninguna garantia

complementaria mas alla de las ya claramente especificadas en este documento.
P1.10. Otras consideraciones

En el supuesto de que cualquiera de las clausulas contenidas en esta licencia sea
considerada, completa o parcialmente, nula o inexigible, dicha disposicion sera ajustada
de manera apropiada para hacerla valida y aplicable, sin comprometer la vigencia del resto
del contenido de la licencia. Este acuerdo se encuentra bajo el amparo de la normativa
legal espanfiola, y cualquier disputa que surja de su interpretaciéon o ejecucion quedara
sometida a la competencia exclusiva de los juzgados espanoles. El usuario manifiesta estar

informado y dar su conformidad a estas condiciones de forma integra.
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Presupuesto

P1. Introduccion

Para el célculo del presupuesto se ha dividido el capitulo de la siguiente manera:

e Recursos materiales.

e Trabajo tarifado por tiempo empleado.
e Redaccion del documento.

e Derechos de visado del COITT.

e Gastos de tramitacion y envio.

e Material fungible.

Después de analizar los cada uno de los puntos anteriores, se calcula el coste final del

proyecto incluyendo impuestos.
P2. Recursos materiales

Para la amortizacion de los recursos materiales se tiene en cuenta el conjunto de recursos
hardware y software empleados en el desarrollo de este TFG. Para calcular el coste, se ha
empleado el método de depreciacién lineal, el cual distribuye equitativamente la pérdida de
valor de estos elementos a lo largo de la vida util estimada. La vida uatil estandar
considerada es de cuatro anos, pero este trabajo se realizé en un periodo de 4 meses,

requiriendo asi un ajuste proporcional para reflejar el periodo especifico de uso.
Hardware

Como se ha mencionado anteriormente, este TFG se ha realizado en un periodo de cuatro
meses, siendo un tiempo mucho menor al de cuatro afios, el cual es considerado como
base para calcular la depreciacién de los equipos fisicos. Por esta causa se ha tomado la

relacion entre los dos periodos para el calculo de la amortizacion:
Vida util (meses) = 4 afios * 12 meses/1 afio = 48 meses

Valor amortizado = 4 meses/48 meses * Valor de adquisicién
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En la tabla 18, se detalla los elementos hardware utilizados en este proyecto, indicando el

precio de compra original como la porcion de su valor que se ha depreciado durante el

periodo desarrollado.

Tabla 18. Amortizacion de los recursos hardware.

Denominacion Coste/ud. Cantidad Total Amortizacion
SmartOLT 240 OLT GPON 1.702,35 € 1 1.702,35 € 141,86 €
ONT GPON WaveAccess 60,85 € 2 121,70 € 10,14 €

4520
SFP OLT de 6ptica C+ 38,39 € 1 38,39 € 3,20 €
Splitter 1x8 g657al 2mm 17,57 € 1 17,57 € 1,46 €
1,5m In:sc/upc -1,5m Out:
sc/apc
Splittter PLC 1x8 1x8 sc/apc 11,25 € 2 22,50 € 1,88 €
sc/apc
Acoplador simple SC 2,00 € 1 2,00 € 0,17 €
Ordenador 439,98 € 1 439,98 € 36,67 €
Ordenador 562,47 € 2 1.124,94 € 93,75 €
Monitor 19" 150,00 € 1 150,00 € 12,50 €
Monitor 23,8" 145,20 € 2 290,40 € 24,20 €
Teclado 15,00 € 3 45,00 € 3,75 €
TL-SG105S Switch de 20,74 € 1 20,74 € 1,73 €
escritorio de 5 puertos a
10/100/1000Mbps
USB 3.0 to Gigabit 17,41 € 1 17,41 € 1,45 €
Camara ip D-Link 179 € 1 179 € 14,92 €
Portatil Asus Vivobook Pro 839,29 € 1 839,29 € 69,94 €

15
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El coste total de amortizacion de los materiales fisicos es de cuatrocientos diecisiete con

setenta y dos euros (417,72 €).

Software

Las herramientas software utilizadas en este proyecto han sido de caracter gratuito y open

source:

e Open Virtual Switch: Soffware de Cbdigo Abierto, por lo que no se requirié pago

de licencias por tanto los costes de amortizacion seran nulos.

e Windows 10 y 11: Las licencias ya venian instaladas en los equipos utilizados, por
lo que no se requirid pago de licencias por tanto los costes de amortizacion seran

nulos.
e Controlador ONOS: Software de codigo abierto descargado de forma gratuita
mediate, Docker Hub, por lo que no se requiridé pago de licencias por tanto los costes

de amortizacion seran nulos.

e Docker Desktop: Software gratuito, por lo que no se requirié pago de licencias por

tanto los costes de amortizacion seran nulos.

e Virtual Box: Software gratuito, por lo que no se requirié pago de licencias por tanto

los costes de amortizacidon seran nulos.

e Servicios virtualizados: Software gratuitos, por lo que no se requirié6 pago de

licencias por tanto los costes de amortizacion seran nulos.

e Ubuntu Desktop: Software gratuito, por lo que no se requirié pago de licencias por

tanto los costes de amortizacion seran nulos.
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P3. Trabajo tarifado por tiempo empleado

La elaboracién de este proyecto ha requerido aproximadamente 300 horas de trabajo,
distribuidas entre las fases de disefio, desarrollo y elaboracion de la documentacion
técnica. Conforme a las directrices establecidas por el COITT (Colegio Oficial de Ingenieros
Técnicos en Telecomunicacion), la valoracion econdmica del trabajo desarrollado se

calcula aplicando la siguiente férmula:
H =Ctx74,88+«Hn +Ct «x96,72«He
Donde:

H: Importe total de honorarios correspondientes al proyecto

e Ct: Coeficiente de ajuste en funcién de las horas empleadas
e Hn: Horas desarrolladas durante jornada laboral ordinaria

e He: Horas desarrolladas en horario extraordinario (para este proyecto su valor es

0, al no haberse registrado)

Considerando los baremos establecidos por el COITT, el coeficiente de ajuste
correspondiente a las horas empleadas, segun se especifica en la Tabla 19, equivale a
0,60.

Tabla 19. Coeficientes para el calculo de los honorarios.

Horas empleadas Factor de correccién Ct
X <36 1

36<X<72 0,90
72<X<108 0,80
108 <X <144 0,70
144 <X <180 0,65
180 <X <360 0,60
360 <X <540 0,55
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De acuerdo con la tabla 19, al completarse este proyecto en 300 horas, le corresponde
aplicar el coeficiente de ajuste de 0,60. Con esto, la férmula anterior queda de la siguiente

forma:
H =0,6+x74,88+300 +0.6 +96,72+0= 13.47840€

Por tanto, los honorarios resultantes del tiempo invertido sin incluir presupuesto ascienden
a un total de trece mil cuatrocientos setenta y ocho euros con cuarenta céntimos (13.478,40
€).

P4. Redaccion del documento

El importe correspondiente a la redaccién del TFG se determina conforme a la férmula

establecida por el COITT, como se muestra a continuacion:
R =007 %P *C,
Donde:
e R:son los honorarios por la redaccion del TFG.
e P: representa el presupuesto parcial acumulado hasta este punto: 13.896,12 €.

e C;: es el coeficiente de ponderacién, que segun el COITT tiene un valor de 1 para

presupuestos menores de 30.050 €.
Sustituyendo:
R=007+13.896,12 * 1

Por tanto, el coste estimado libre de impuestos correspondiente a la redaccion del TFG

asciende a los novecientos setenta y dos con setenta y dos euros (972,72 €).

P5. Derechos de visado del COITT

Los gastos derivados del visado colegial del presente TFG se calculan conforme a las

tarifas establecidas por el COITT, mediante la siguiente ecuacion:

V=0006+P *C,
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Donde:

e Ves el coste de visado del trabajo.

e Pes el presupuesto del TFG.

e C, el coeficiente reductor en funcién del presupuesto del trabajo.
Considerando los valores calculados anteriormente:

e Presupuesto parcial: 13.896,12 €

e Redaccién del TFG: 972,72 €

e Presupuesto total acumulado (P): 14.868,84 €

Segun lo establecido por el COITT, para presupuestos inferiores a 30.050 €, el coeficiente

Cvesigual a 1.

V=0006 14.868,84 » 1 =89,21€

Por tanto, el coste libre de impuestos asociado a los derechos de visado del COITT

asciende a ochenta y nueve con veintiun (89,21 €).

P6. Gastos de tramitacién y envio

Los gastos de tramitacién y documentos estan estipulados en seis euros (6,00 €).
P7. Material fungible

En este proyecto no se contempla ningun gasto por ediciéon de documentos ni material de

oficina, por lo que el coste asociado al material fungible es de cero euros (0 €)
P8. Coste final del proyecto

El presupuesto total estimado del proyecto, calculado en base a los diferentes recursos
materiales y humanos empleados, asciende a 14.964,05 €, importe libre de impuestos. A
esta cantidad se le aplica el Impuesto General Indirecto Canario (IGIC), correspondiente al
7% que grava este tipo de servicios técnicos para profesionales en la Comunidad

Auténoma de Canarias.
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Tabla 20. Calculo del presupuesto total.

Descripcion Coste (€)
Recursos materiales 417,72
Trabajo tarifado por tiempo empleado 13.478,40
Costes de material fungible 0
Costes asociados a la redaccion 972,72
Derechos de visado del COITT 89,21
Gastos de tramitaciéon y envio 6,00
Suma 14.964,05
IGIC (7%) 1047,48
TOTAL 16.011,53

Por tanto, el presupuesto final de este TFG asciende a los dieciséis mil once euros con

cincuenta y tres céntimos (16.011,53 €), impuestos incluidos.

Las Palmas de Gran Canaria, a 26 de junio de 2025

Fdo.: Gabriel Ernesto Lares Aspera
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ANEXOS



A1 Guia de instalacion de Open vSwitch (OvS) en
Ubuntu 24.04.2 LTS

A1.1 Introduccion

Open vSwitch (OvS) es un conmutador virtual multicapa de codigo abierto que proporciona
funcionalidades de switching y routing para entornos virtualizados. Esta guia detalla el

proceso de instalacion y configuracién basica en Ubuntu 24.04.2 LTS.
A1.2. Instalacién

La instalacién de Open vSwitch se realiza mediante los paquetes provistos en los
repositorios oficiales de Ubuntu. Debian y Ubuntu disponen de los paquetes binarios
openvswitch-switch y openvswitch-common, que contienen los componentes principales

del conmutador virtual OvS [72].
A1.3. Actualizacion del sistema e instalacion

En una terminal con privilegios de superusuario, se debe actualizar el indice de paquetes

e instalar openvswitch-switch [73].
sudo apt update
sudo apt install -y openvswitch-switch
Este comando instalara:
e El demonio de OvS (ovs-vswitchd)
e La utilidad de configuracion (ovs-vsctl)

e Las dependencias necesarias (como openvswitch-common y el médulo de datapath

del kernel)



A1.4 Verificacion del servicio

Tras la instalacion, el servicio openvswitch-switch suele iniciarse automaticamente. Se

recomienda comprobar su estado [74]:

sudo systemctl status openvswitch-switch

Si el servicio no esta activo, iniciarlo manualmente:

sudo systemctl start openvswitch-switch

Para habilitar el inicio automatico en el arranque del sistema:

sudo systemctl enable openvswitch-switch
A1.5. Configuracion basica

Creacién de un puente virtual (bridge)

Para crear un nuevo puente virtual se usa el comando ovs-vsctl add-br. Por ejemplo, para

crear un bridge llamado ovsbrO:
sudo ovs-vsctl add-br ovsbr0
Adicién de interfaces al puente

Para anadir una interfaz fisica o virtual al puente se utiliza ovs-vsctl add-port. Por ejemplo,

para vincular la interfaz de red ethO al puente ovsbr0:
sudo ovs-vsctl add-port ovsbrO ethO

Nota importante: Al afadir una interfaz fisica al bridge, la interfaz perdera su configuracion

IP. Es recomendable configurar la IP en el bridge en lugar de en la interfaz fisica.
Configuracion de IP en el bridge
Para asignar una direccion IP al bridge:

sudo ip addr add 192.168.1.100/24 dev ovsbr0



sudo ip link set ovsbrO up
A1.6. Comandos de administracion y monitoreo

Inspeccion de la configuracién

Para visualizar la configuracion completa del switch [73]
sudo ovs-vsctl show

Para listar unicamente los bridges configurados:

sudo ovs-vsctl list-br

Para enumerar los puertos de un bridge especifico:
sudo ovs-vsctl list-ports ovsbrO

Informacién de flujos OpenFlow

Para mostrar informacion de bajo nivel (flujos OpenFlow) del bridge:

sudo ovs-ofctl show ovsbrO

Para ver las tablas de flujos:

sudo ovs-ofctl dump-flows ovsbrO

Eliminacion de elementos

Para eliminar un puerto especifico del bridge:

sudo ovs-vsctl del-port ovsbr0O eth0

Para eliminar un puente completo y sus puertos asociados:

sudo ovs-vsctl del-br ovsbrO



Informacion del sistema

Para verificar la versién instalada de OvS:
sudo ovs-vsctl --version

Para mostrar estadisticas de los puertos:
sudo ovs-vsctl list interface

Ejemplo de configuracién completa

A continuacion, se presenta un ejemplo practico de configuracion [74]:

# Crear el bridge

sudo ovs-vsctl add-br ovsbrO

# Anadir interfaces

sudo ovs-vsctl add-port ovsbrO ethO

sudo ovs-vsctl add-port ovsbr0 eth1

# Configurar IP en el bridge

sudo ip addr add 192.168.1.100/24 dev ovsbr0
sudo ip link set ovsbr0 up

# Verificar configuracion

sudo ovs-vsctl show

sudo ovs-ofctl show ovsbrO



A1.7. Solucién de problemas comunes

El servicio no inicia

Verificar logs del sistema:

sudo journalctl -u openvswitch-switch -f
Bridge sin conectividad

Verificar que el bridge esté activo:

ip link show ovsbrO

Verificar configuracién de red:

ip addr show ovsbr0



A2 Guia de instalacion de servicios virtualizados en

VirtualBox

A2.1. Introduccion

En este anexo se describe paso a paso el proceso de instalacion de cuatro servicios
virtualizados sobre maquinas independientes de VirtualBox, con anfitrion Ubuntu. Cada
servicio se instala en una maquina virtual distinta creada en VirtualBox. No se detallan
configuraciones de red avanzadas ni parametros internos de cada aplicacion; el enfoque
estd en la descarga de la imagen o paquete oficial, la creacion basica de la VM vy el

arranque inicial del servicio.

Se indican las fuentes oficiales de las imagenes ISO o repositorios utilizados, asi como los
parametros minimos de la VM (tipo de sistema, memoria, disco) necesarios para iniciar la

instalacion correctamente.
Servicios a instalar
Los cuatro servicios virtualizados que se abordan en esta guia son:
e VyOS: Sistema operativo router para servicio de datos.
e VLC Media Player: Servidor de streaming para servicio IPTV.
e ZoneMinder: Sistema de videovigilancia para servicio CCTV.
o FreePBX/Asterisk: Plataforma PBX para servicio VolP.
Requisitos previos
e VirtualBox instalado en el sistema anfitrion Ubuntu.
e Conexion a Internet para descargar las imagenes 1SO.
o Espacio suficiente en disco (minimo 60 GB libres para todas las VMs).

e Al menos 8 GB de RAM en el sistema anfitrion.



A2.2. Instalacion del router virtual (VyOS)

Descarga de la imagen ISO

Para el servicio de datos se emplea VyOS, un sistema operativo router de codigo abierto.

Primero se descarga la imagen I1SO oficial desde el sitio de descargas de VyOS [75]:

e URL oficial: https://downloads.vyos.io/rolling/current/amd64/vyos-rolling-latest.iso

e Alternativa: Portal de soporte de VyOS en docs.vyos.io.
Creacion de la maquina virtual

Se crea una nueva maquina virtual en VirtualBox con las siguientes especificaciones:

Tabla 21. Especificaciones minimas de la VM correspondiente al router VyOS. Elaboracion propia.

Parametro Valor
Tipo de sistema Linux
Versién Debian (64-bit)
Memoria RAM 512 MB (minimo)
Disco duro 10 GB (VDI dinamico)

Justificacion: VyOS se basa en Debian, por lo que se selecciona esta version para una
mejor compatibilidad.


https://downloads.vyos.io/rolling/current/amd64/vyos-rolling-latest.iso

Proceso de instalacion

e Configuracioén inicial: En la configuracion de la VM se agrega la ISO de VyOS

como unidad optica virtual.

e Arranque: Al iniciar la maquina, aparecera el instalador en modo "live".

e Instalaciéon permanente: En la consola de VyOS se ejecuta el comando:

install image

e Confirmacion: El instalador confirmara la operacion y realizara el copiado de
archivos.

Finalizacién: Tras completar la instalacion, se retira la ISO y se reinicia la maquina.

Al primer arranque del sistema, VyOS mostrara la consola CLI, desde donde ya se puede

proceder a la configuracion de red basica del router [75].

A2.3. Instalacion del VLC

Preparacion del sistema base

El servicio IPTV se basa en VLC Media Player configurado como servidor de streaming. Se

utiliza Ubuntu Desktop como sistema operativo base [77].
Descargar de Ubuntu Desktop

e Fuente: Web oficial de Ubuntu (www.ubuntu.com) [76].

e Version recomendada: Ubuntu 24.04 LTS.

e Archivo: ubuntu-24.04.2-desktop-amd64.iso.


http://www.ubuntu.com/

Configuracion de la VM

Tabla 22. Especificaciones minimas de la VM correspondiente al VLC. Elaboracién propia.

Parametro Valor
Tipo de sistema Linux
Version Ubuntu (64-bit)
Memoria RAM 1 GB (minimo)
Disco duro 10 GB (VDI dinamico)

Instalacion del sistema operativo

—

Arrancar la VM con la ISO de Ubuntu [76]

N

Instalar el sistema operativo utilizando el instalador por defecto

3. Seleccionar idioma y configurar particiones minimas

B

Completar la instalacion y reiniciar
Instalacién y configuracién de VLC

Una vez instalado Ubuntu y reiniciada la VM, actualizaremos el sistema mediante el

siguiente comando [77].
sudo apt-get update

Posteriormente seguiremos con la instalacion del software VLC a través de la siguiente

instruccion:
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sudo apt-get install vic
Para iniciar VLC como servidor de streaming, ejecutaremos la siguiente linea:
vic video.mp4 --sout="#std{access=http,mux=ts,dst=:8090/video}"
Parametros de streaming
Segun la documentacion oficial de VLC, los parametros principales son [77]:
e access=http: Protocolo de transmisién
e mux=ts: Formato de multiplexacion
o dst=:8090/video: Puerto y ruta de acceso

A2.4. Instalacion del ZoneMinder

Para el servicio de videovigilancia se utiliza ZoneMinder, un software de gestion de
camaras IP [78].

Configuracion de la VM

Tabla 23. Especificaciones minimas de la VM correspondiente al ZoneMinder. Elaboracion propia.

Parametro Valor
Tipo de sistema Linux
Version Ubuntu (64-bit)
Memoria RAM 2 GB (minimo)
Disco duro 20 GB (VDI dinamico)

Nota: Se requiere mas espacio de disco para almacenar grabaciones de video.
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Instalacion del sistema base

Se utiliza la misma ISO de Ubuntu Desktop descargada anteriormente (www.ubuntu.com)
[76].

Instalacién del software ZoneMinder
Primero se ha de actualizar del sistema [78]:
sudo apt-get update

Después de tener el sistema actualizado pasaremos con la instalacién del software

mediante la siguiente instruccion:
sudo apt-get install zoneminder

El comando anterior instala ZoneMinder junto con Apache, MySQL y dependencias

necesarias para el correcto funcionamiento del software.

Después de tener instalado en software, pasaremos a habilitarlo:

sudo systemctl enable zoneminder

sudo systemctl start zoneminder

Acceso a la interfaz web

Una vez iniciado el servicio, se puede acceder a la interfaz web desde el navegador:
http://<IP_VM>/zm

o Donde </P_VM> es la direccién IP de la maquina virtual.
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A2.5. Instalacion de FreePBX de Asterisk
Acceso a la interfaz web

El servicio VolP se implementa con FreePBX, una plataforma de PBX basada en Asterisk
[79].

e Fuente: Sitio oficial de FreePBX (https://www.freepbx.org/downloads/).

e Archivo: SNG7-FPBX-64bit-xxxx-*.iso (version mas reciente).

e Distribucién: Sangoma con Asterisk incluido.

Configuracion de la VM

Tabla 24. Especificaciones minimas de la VM correspondiente al Asterisk FreePBX. Elaboracion propia.

Parametro Valor
Tipo de sistema Linux
Version Other Linux (64-bit)
Memoria RAM 1 GB (minimo)
Disco duro 10-20 GB (VDI dinamico)

Proceso de instalacion

1. Arranque: Se inicia la maquina insertando la ISO de FreePBX como unidad 6ptica
virtual.
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2. Instalador: Al arrancar, aparecera el instalador de FreePBX basado en texto.
3. Instalacién: El instalador realiza una instalacion semiautomatica:

o Se confirman las opciones predeterminadas.

o Se establece una contrasefia de root (importante anotarla).

o El sistema procede a copiar archivos y configurar Asterisk y FreePBX.

4. Finalizacién: Cuando la instalacion finaliza, se reinicia la maquina retirando la ISO

virtual.

Primer arranque

En el arranque posterior, la VM presentara un prompt de login de FreePBX:
e Usuario: root.
o Contrasena: La establecida durante la instalacion.

Se accede a un menu de comandos de FreePBX donde se puede configurar la interfaz de

red y otros parametros.
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A3 Instalacion y configuracion de clientes
OpenVPN

A3.1. Introduccion

El presente anexo tiene como objetivo proporcionar una guia detallada para la instalacion
y configuracion del cliente OpenVPN en los sistemas operativos Windows 10/11 y Ubuntu
Desktop 24.04. Este procedimiento constituye un elemento fundamental para el
establecimiento de conexiones VPN seguras entre equipos cliente y el servidor OpenVPN

configurado en el router TP-Link.

Es importante sefialar que este anexo presupone que el archivo de configuracién VPN con
extensién .ovpn ha sido previamente generado en el servidor OpenVPN del router TP-Link,
y que dicho archivo estara disponible para su importacion posterior en cada cliente una vez

completada la instalacién del software correspondiente [80][83].

A3.2. Instalacion y configuracion del cliente OpenVPN en Windows
10/11

Requisitos previos

Para la implementacion del cliente OpenVPN en sistemas Windows, se recomienda la
utilizacion del cliente oficial OpenVPN Connect, desarrollado por OpenVPN Technologies,
Inc. Este software proporciona una interfaz intuitiva y funcionalidades avanzadas que

facilitan la gestion de conexiones VPN [81].
Proceso de descarga e instalaciéon

El proceso de instalacion del cliente OpenVPN en Windows comprende las siguientes
etapas [81]:
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Etapa 1: Obtencion del software.

Se debe acceder a la pagina oficial de descargas de OpenVPN

(https://openvpn.net/community-downloads/) o al sitio de soporte de TP-Link

(https://www.tp-link.com) para obtener la versién mas reciente compatible con el sistema

operativo Windows. Es fundamental seleccionar la versién apropiada segun la arquitectura
del sistema (32 o 64 bits).

Etapa 2: Instalacion del cliente.

Una vez descargado el archivo instalador, se debe ejecutar con privilegios de
administrador para garantizar la correcta instalacion de los componentes del sistema. El
asistente de instalacion guiara al usuario a través del proceso, incluyendo la aceptacién de

los términos de licencia y la seleccion del directorio de instalacion.
Configuracion del perfil VPN

Tras completar la instalacion, se procede a la configuracion del perfil VPN mediante la
importacién del archivo .ovpn generado previamente en el servidor. Este proceso se realiza
a través de la opcion "Importar perfil desde archivo" disponible en la interfaz principal de
OpenVPN Connect.

Como alternativa, los usuarios que prefieran utilizar la interfaz grafica clasica de OpenVPN

(OpenVPN GUI) pueden copiar manualmente el archivo .ovpn en la carpeta "config

ubicada dentro del directorio de instalacion de OpenVPN.
Establecimiento y verificacion de la conexion

El establecimiento de la conexion VPN se realiza seleccionando el perfil importado y
activando la opcidén "Conectar" en la interfaz del cliente. Durante este proceso, el sistema

solicitara los permisos necesarios para establecer la conexién de red.

La verificacion del estado de la conexidn se puede realizar mediante la observacion del
icono de OpenVPN en la bandeja del sistema, el cual debe mostrar un estado activo
acompanado de un mensaje confirmando la conexion exitosa. Esta confirmacion indica que

el tunel VPN hacia la red local del router ha sido establecido correctamente.
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A3.3. Instalacién y configuracion del cliente OpenVPN en Ubuntu
Desktop 24.04

Metodologia de implementacion

En sistemas Ubuntu Desktop, la implementacion del cliente OpenVPN puede realizarse
mediante dos enfoques principales: utilizando la interfaz de linea de comandos o a través
del gestor grafico de red. En el presente documento se detalla el procedimiento mediante
linea de comandos debido a su mayor flexibilidad y control sobre el proceso de

configuracién [82].
Instalacion del cliente OpenVPN

Previo a la instalacion, es necesario actualizar la base de datos de paquetes del sistema

ejecutando el siguiente comando en una terminal:

sudo apt update

La instalacion del cliente OpenVPN se realiza mediante el gestor de paquetes APT:
sudo apt install openvpn

Este comando instalara el paquete openvpn, que incluye tanto el cliente VPN de linea de

comandos como las herramientas auxiliares necesarias para su funcionamiento.
Configuracion e importacién del perfil

El archivo .ovpn generado en el router debe ser transferido al sistema Ubuntu. Se
recomienda ubicarlo en el directorio personal del usuario o, para configuraciones del

sistema, en el directorio /etc/openvpry/.
La conexion VPN se establece ejecutando el siguiente comando en la terminal:
sudo openvpn --config /ruta/al/archivo.ovpn

Como alternativa al método de linea de comandos, es posible utilizar la herramienta grafica

de configuracion de red instalando previamente el paquete network-manager-openvpn:
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sudo apt install network-manager-openvpn
Verificacion y diagnéstico de la conexiéon

Una vez establecida la conexidn, se debe verificar la creacion de la interfaz de tunel tunO

mediante el comando [82]:
ip addr show tun0

Este comando debe mostrar la interfaz listada con una direccion IP asignada, confirmando

la correcta configuracién del tunel VPN.
Por otro lado, el estado del servicio OpenVPN puede verificarse utilizando systemctl:
sudo systemctl status openvpn@client

Un estado "active (running)" indica que la VPN estd conectada y funcionando

correctamente.

Como verificacién adicional, se recomienda realizar una prueba de conectividad enviando

paquetes ICMP a una direccion de la red remota privada:

ping [direccion_IP_del router]

La respuesta exitosa a este comando confirma la conectividad a través del tunel VPN.
Consideraciones de seguridad y mantenimiento

Es importante mantener actualizado el software OpenVPN en ambos sistemas operativos
para garantizar la seguridad y compatibilidad con las ultimas versiones del protocolo.
Asimismo, se recomienda realizar verificaciones periddicas del estado de la conexién y

mantener copias de seguridad de los archivos de configuracion [84].
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A4 Pruebas practicas de gestion SDN en red GPON
virtualizada (ONOS/Swagger)

A4.1. Introduccion

Este anexo describe las pruebas practicas de gestion SDN (Software-Defined Networking)
realizadas en la red GPON virtualizada implementada, utilizando el controlador ONOS
(Open Network Operating System) a través de su interfaz de programacién de aplicaciones
(API) REST vy la interfaz grafica Swagger UI.

La implementacidon emplea un switch virtual Open vSwitch (OvS) con identificador
of:000008bfb8f01b1c, que incluye cuatro puertos virtuales (vport1-vport4) y un puerto fisico
(enp6s0), tal como se muestra en la Figura X. El controlador ONOS permite la gestion
programatica de reglas de reenvio (flows) mediante peticiones HTTP con cuerpos JSON,

facilitando la configuracién dinamica de la red [84].

-+ .
>4 0f:000008bfb8f01b1c X
URI of:000008bfh8f01bh1¢ H/W Version Open vswitch
Type Switch S/W Version 3.3.0
Master ID 172.17.0.2 Protocol OF 13
Chassis ID 8bb&01b1c Serial # MNone
Vendor HNicira, Inc. Pipeconf none
Ports
Enabled ID Speed Type Egress Links Name
true Local 0 Copper GLbridge
true 1 10000 Copper 08:00:27:8F88:11/None vport1
true 2 10000 Copper 08:00:27:A7:44:E6/100 vport2
true 3 10000 Copper 08:00:27:1C:35:E4/200 vport3
true 4 1000 Copper 78:3D:5B:04:58:C3/100 enp6s0
true 5 10000 Copper  08:00:27:48:BC:46/None vport4

Figura 107. Resumen de parametros de red del OvS. Elaboracion propia.
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Objetivos de las pruebas

Las pruebas implementadas tienen como objetivo validar las siguientes funcionalidades de
gestion SDN:

1. Aislamiento de abonado: Bloqueo selectivo de trafico desde puertos especificos.

2. Supervision de trafico: Monitoreo en tiempo real de estadisticas de puertos y

flujos.

3. Redireccionamiento de trafico: Modificacion dinamica de rutas entre puertos.
Metodologia
Para cada prueba se presenta:

e Marco tedrico del concepto implementado.

o Objetivo especifico de la prueba.

e Configuraciéon JSON utilizada.

o Resultados obtenidos.

e Anadlisis de aplicaciones practicas.

La interfaz Swagger de ONQOS, accesible en http.//localhost:8181/onos/v1/docs, permite la
ejecucion directa de peticiones HTTP y la generacién automatica de documentacion de la
AP| REST.

A4.2. Aislamiento de abonado

Fundamento teédrico

El aislamiento de abonado es una técnica de control de acceso que permite suspender
temporalmente la conectividad de un usuario especifico sin afectar al resto de la red. Esta

funcionalidad es equivalente al concepto de “client isolation” en redes LAN/WiFi [84].



Objetivo

Implementar un mecanismo de bloqueo que impida la propagacion del trafico originado
desde el puerto virtual vport2, simulando la suspensién temporal de un abonado por

motivos de mantenimiento o incumplimiento de politicas.
Configuracion implementada

La regla de aislamiento se configura mediante una peticion HTTP POST al endpoint
/onos/v1/flows/of:000008bfb8f01b1c con el siguiente cuerpo JSON:

{
"flows": [

{

"priority": 40000,
"timeout": 0,
"isPermanent": ,
"deviceld": "of:000008bfb8f01blc",
"treatment": {

"instructions": [

{ "type": "NOACTION" }

]

})

"selector": {
"criteria": [
{ ll,typell : IIIN—PORTII) llpor‘tll: Il2|l }

Parametros de configuracioén
o priority: 40000: Prioridad alta para garantizar precedencia sobre otras reglas.
o isPermanent: true: Regla persistente hasta su eliminacion manual.

e IN_PORT: 2: Criterio de seleccion para trafico entrante por puerto 2.



e NOACTION: Instruccion de descarte de paquetes.

Resultados obtenidos
La implementacion de la regla de aislamiento produjo los siguientes resultados:

1. Confirmacioén de instalacion: E| controlador ONOS confirmo la insercion exitosa

del flujo.
2. Bloqueo efectivo: Todo el trafico originado desde vport2 fue descartado.

3. Pérdida de conectividad: Los dispositivos conectados al puerto 2 perdieron

comunicacion con el resto de la red.

4. Contadores de estadisticas: Los contadores de paquetes de salida

permanecieron en cero para el puerto origen.

Consecuentemente podemos observar la correcta insercién del flujo como podemos
observar en la figura X, provocando asi el bloqueo de los paquetes para en puerto en

cuestion.



0xb40000ceb0317b

Duration 11
Flow Priority 40000
Table Name 0

App Name “rest
App ID 180

Group ID 0x0

Idle Timeout 0
Hard Timeout 0
Permanent true

Selector
ETH_TYPE |N_PORT:2
Treatment

[imm]OUTPUT NOACTION
Clear deferred : fzlse

Figura 108. Resumen de regla de flujo-Bloqueo de puerto-implementada por APl REST via Swagger.
Elaboracioén propia.

Aplicaciones practicas

Esta funcionalidad presenta multiples aplicaciones en entornos comerciales:
e Control de acceso: Suspension temporal de usuarios problematicos o maliciosos.
o Seguridad de red: Implementacion de controles contra spam o ataques DDoS.
o Gestién de cuotas: Aplicacion de politicas de uso y facturacion.

e Mantenimiento: Aislamiento temporal durante tareas de mantenimiento.

A4.3. Supervisiéon y monitoreo de trafico

Fundamento teérico

La supervision de trafico es fundamental para las operaciones de red (OAM - Operations,
Administration, and Maintenance), permitiendo la recoleccion de métricas en tiempo real

para evaluacion de rendimiento y deteccion de anomalias [84].



Objetivo

Implementar un sistema de monitoreo que permita obtener estadisticas detalladas de

trafico tanto a nivel de puertos fisicos como de flujos instalados, facilitando el diagndstico

y la optimizacion de la red.

Configuracion implementada

La consulta de estadisticas de flujos se realiza mediante peticion HTTP GET que permite

ejecutarse a través de Swagger como podemos ver en la siguiente figura:

HTTP Status Code

Implementation Notes
Returns array of all flow rules in the system.

Response Messages

Reason

200

detault

Try it outl

successful operation

Unexpected error

Figura 109.Consulta de estadisticas de los flujos via Swagger. Elaboracién propia.



Y como resultado de la peticion anterior tendremos la siguiente respuesta:

"flows": [

{

"groupId": O,
"state": "ADDED",
"life": 2126,
"liveType": "UNKNOWN",
"lastSeen": 1750339456364,
"packets": 0,
"bytes": 0,
"id": "281476057627014",
"appId": "org.onosproject.core",
"priority": 40000,
"timeout": 0,
"isPermanent": ,
"deviceId": "of:000008bfb8f01blc",
"tableId": o,
"tableName": "0",
"treatment": {
"instructions": [
{
"type": "OUTPUT",
"port": "CONTROLLER"
}
1,

"clearDeferred":
"deferred": []
}s
"selector": {
"criteria": [
{
"type": "ETH_TYPE",
"ethType": "0x88cc"

"groupId": 0,
"state": "ADDED",
"life": 2126,
"liveType": "UNKNOWN"




"lastSeen": 1750339456364,
"packets": 0,
"bytes": 0,
"id": "281476610891318",
"appId": "org.onosproject.core",
"priority": 5,
"timeout": 0,
"isPermanent": ;
"deviceld": "of:000008bfb8f0lblc",
"tableId": o,
"tableName": "0",
"treatment": {
"instructions": [
{
"type": "OUTPUT",
"port": "CONTROLLER"

}
15

"clearDeferred":
"deferred": []

}s

"selector": {
"criteria": [
{
"type": "ETH_TYPE",
"ethType": "0x800"

"type": "IPV4 _DST",
"ip": "224.0.0.0/4"

"groupId": 0,

"state": "ADDED",

"life": 2126,

"liveType": "UNKNOWN",
"lastSeen": 1750339456364,
"packets": 806,

"bytes": 51400,

"id": "281477261216972",
"appId": "org.onosproject.core",
"priority": 40000,




"timeout": 0,
"isPermanent": ,
"deviceId": "of:000008bfb8f01blc",
"tableId": o,
"tableName": "0",
"treatment": {
"instructions": [
{
"type": "OUTPUT",
"port": "CONTROLLER"
}
])

"clearDeferred":
"deferred": []
}s
"selector": {
"criteria": [
{
"type": "ETH_TYPE",
"ethType": "0x806"

"groupId": 0,
"state": "ADDED",
"life": 2126,
"liveType": "UNKNOWN",
"lastSeen": 1750339456364,
"packets": 0,
"bytes": 0,
"id": "281478661736285",
"appId": "org.onosproject.core",
"priority": 40000,
"timeout": o,
"isPermanent": ,
"deviceId": "of:000008bfb8f01blc",
"tableId": o,
"tableName": "0",
"treatment": {
"instructions": [
{
"type": "OUTPUT",
"port": "CONTROLLER"




¥
1s

"clearDeferred":
"deferred": []
}J
"selector": {
"criteria": [

{

"type": "ETH_TYPE",
"ethType": "0x8942"

"groupId": O,
"state": "ADDED",
"life": 2126,
"liveType": "UNKNOWN",
"lastSeen": 1750339456364,
"packets": 234,
"bytes": 65025,
"id": "281478762648302",
"appId": "org.onosproject.core",
"priority": 5,
"timeout": 0,
"isPermanent": ,
"deviceId": "of:000008bfb8f01blc",
"tableId": o,
"tableName": "0",
"treatment": {
"instructions": [
{
"type": "OUTPUT",
"port": "CONTROLLER"

}
1B

"clearDeferred":
"deferred": []
}s
"selector": {
"criteria": [
{
"type": "ETH_TYPE",
"ethType": "0x800"




"groupId": 0,
"state": "ADDED",
"life": 1298,
"liveType": "UNKNOWN",
"lastSeen": 1750339456364,
"packets": 247,
"bytes": 29816,
"id": "50665499275571579",
"appId": "org.onosproject.rest",
"priority": 40000,
"timeout": 0,
"isPermanent": ,
"deviceld": "of:000008bfb8f01blc",
"tableId": o,
"tableName": "0",
"treatment": {

"instructions": [

{
"type": "NOACTION"

}
]J
"deferred": []
3
"selector": {
"criteria": [

{

"type": "IN_PORT",
"port": 2

Analisis de la respuesta:



1. Flows del sistema (org.onosproject.core): ONOS instala automaticamente varios

flows para:
o LLDP (0x88cc): Protocolo de descubrimiento de enlaces.
o ARP (0x806): Resolucion de direcciones con 806 paquetes procesados.
o IPv4 (0x800): Trafico IP general con 234 paquetes procesados.
o IPv4 Multicast (224.0.0.0/4): Trafico multicast sin actividad.
2. Flow personalizado (org.onosproject.rest): Nuestro flow de aislamiento con:
o ID: 50665499275571579.
o Criterio: IN_PORT puerto 2.
o Accion: NOACTION (descarte).
o Estadisticas: 247 paquetes bloqueados, 29.816 bytes descartados.

o Tiempo de vida: 1.298 segundos desde su instalacion.

Resultados obtenidos
Las pruebas de monitoreo con datos reales del sistema demostraron:

1. Recoleccién exitosa de métricas: El endpoint GET devolvié informacién completa

de 6 flows activos en el switch.

2. Flows automaticos del sistema: ONOS instald automaticamente 5 flows de
control (LLDP, ARP, IPv4, multicast).

3. Tracking del flow personalizado: Nuestro flow de aislamiento aparece

correctamente identificado con appld: "org.onosproject.rest”

4. Estadisticas en tiempo real: Los contadores muestran actividad real:



o Flow ARP: 806 paquetes, 51.400 bytes.
o Flow IPv4: 234 paquetes, 65.025 bytes.
o Flow de aislamiento: 247 paquetes bloqueados, 29.816 bytes descartados.
Métricas clave observadas:
o Tiempo de vida (life): Permite identificar flows recientes vs. Establecidos.
o Estado (state): Todos los flows muestran estado "ADDED" (activos).
« Ultimo acceso (lastSeen): Timestamp de la Gltima actualizacion de estadisticas.
e Contadores de trafico: packets/bytes proporcionan métricas precisas de uso.

Validacion funcional del aislamiento: El flow personalizado con IN_PORT: 2y
NOACTION muestra 247 paquetes interceptados y descartados, confirmando que el
mecanismo de aislamiento esta funcionando correctamente y bloqueando el trafico del

puerto especificado.

Aplicaciones practicas

El sistema de monitoreo implementado permite:
e Medicion de ancho de banda: Analisis del uso de recursos de red.
o Deteccion de anomalias: Identificacion de picos de tréafico inesperados.
e Generacion de reportes: Datos para facturaciéon y garantia de servicio.

o Integracion con sistemas externos: Compatibilidad con plataformas de gestion

de red.



A4.4. Funcionalidades adicionales de la APl REST de ONOS
(Swagger)

Ademas de las funciones exploradas en secciones anteriores (aislamiento y supervision),
existen numerosas capacidades adicionales. Por ejemplo, la APl REST de ONOS permite
gestionar el inventario de infraestructura: es posible listar todos los dispositivos de red,
consultar detalles de cada uno y crear, actualizar o eliminar dispositivos en el inventario
[84]. De forma similar, los endpoints correspondientes permiten administrar los enlaces
fisicos de la red, obteniendo listados de enlaces existentes y modificando atributos (como

tipo o estado) de enlaces especificos [84].

Asimismo, la APl REST de ONOS facilita el descubrimiento y la gestién de hosts finales. A
través de la API se pueden listar todos los hosts conectados a la red, obtener informacién
detallada de cada host (por ejemplo, por su direccion MAC y VLAN) e incluso crear o
actualizar su configuracion o eliminarlo del inventario [84]. En cuanto a la topologia, la API
ofrece servicios para obtener una vista general de la red y de sus clusters, mostrando los
dispositivos y enlaces asociados a cada cluster topologico [84]. Ademas, es posible
consultar rutas prestablecidas entre dos elementos de red, utilizando los endpoints de

calculo de caminos disponibles [84].

Otro componente clave es la gestion de intents. La APl REST de ONOS proporciona
endpoints para crear nuevos intents, listar todos los intents existentes y eliminar intents
especificos [84]. Estos intents representan politicas de conectividad de alto nivel que
ONOS traduce a flujos subyacentes. De forma complementaria, la interfaz permite
configurar métricas (meters) en los dispositivos, lo que posibilita imponer reglas de calidad
de servicio (por ejemplo, limitacién de ancho de banda). Para ello existen endpoints para

crear, listar y borrar entradas de meter en cada dispositivo [84].

Mas alla de lo anterior, la documentacion Swagger revela que la APl REST de ONOS cubre
practicamente todos los aspectos del controlador SDN. Por ejemplo, se incluyen endpoints
para gestionar reglas de flujo y entradas de grupo en los switches, asi como para
administrar aplicaciones de ONOS (instalacién, activacion o desactivacion de aplicaciones)
[84]. Asimismo, la API ofrece funcionalidades para consultar y modificar la configuracién

de cada componente interno del sistema, a través de los endpoints de configuracion [84].



En conjunto, estas capacidades proporcionan una vision integral de las posibilidades de

gestion de la red que ofrece ONOS a través de su interfaz Swagger.

_J = ONOS Core RESTAPI | Explore |

ONOS Core REST API
ONOS Core REST AP

docs : REST APl documentation Show/Hide | List Operations | Expand C
applications : Manage inventory of applications Show/Hide | List Operations | Expand Operations
bit-error-rate Show/Hide | List Operations | Expand O
cluster : Manage cluster of ONOS instances Show/Hide | List Operations | Expand Operations
configuration : Manage component configurations Show/Hide | List Operations | Expand Operations
keys : Query and Manage Device Keys Show/Hide | List Operations | Expand C
devices : Manage inventory of infrastructure devices Show/Hide | List Operations | Expand Operations
diagnostics : Provides stream of diagnostic information Show/Hide | List Operations | Expand Operations
nextobjectives : Get Flow objective next list Show/Hide | List Operations | Expand C
flowobjectives : Manage flow objectives Show/Hide | List Operations | Expand Operations
flows : Query and program flow rules Show/Hide | List Operations | Expand Operations
groups : Query and program group rules Show/Hide | List Operations | Expand O

hosts : Manage inventory of end-station hosts Show/Hide | List Operations | Expand Operations
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Figura 110. Interfaz de usuario del Swagger de ONOS. Elaboracién propia.





