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Abstract
Future occurrence of a disease can be highly influenced by some specific risk factors. This work presents a comprehensive
approach to quantify the event probability as a function of each separate risk factor by means of a parametric model. The
proposed methodology is mainly described and applied here in the case of a linear model, but the non-linear case is also
addressed. To improve estimation accuracy, three distinct methods are developed and their results are integrated. One
of them is Bayesian, based on a non-informative prior. Each of the other two, uses aggregation of sample elements based
on their factor values, which is optimized by means of a different specific criterion. For one of these two, optimization is
performed by Simulated Annealing. The methodology presented is applicable across various diseases but here we quantify
the risk for cardiovascular diseases in subjects with type 1 diabetes. The results obtained combining the three different
methods show accurate estimates of cardiovascular risk variation rates for the factors considered. Furthermore, the
detection of a biological activation phenomenon for one of the factors is also illustrated. To quantify the performances
of the proposed methodology and to compare them with those from a known method used for this type of models, a
large simulation study is done, whose results are illustrated here.
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1 Introduction
A relevant problem in medicine is the quantification of the risk to develop a certain disease. In general, the risk of such a
pathological condition is influenced by some variables also known as risk factors. For example, for cardiovascular diseases
(CVDs), the main risk factors include age, sex, total cholesterol, triglyceride levels, systolic blood pressure, family history
of CVD and smoking.1,2 A risk factor, can be either binary or not. Let us focus on the case of a non-binary risk factor,
described here theoretically as a variable whose generic value f is a positive real number in a certain finite interval. The
value of f generally varies among the individuals of the population studied and it is assumed to be described by a probability
density function s(⋅). A common way to study the influence of this factor on the risk is through a dose–response curve g(⋅),
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which represents the probability that the event E considered happens conditional to having the value f :

g(f ) := (E = 1 ∣ f ) (1)

Different types of models g(⋅) can be adopted.3 One of the most frequently used is an s-type function, e.g. logistic, which
includes both an initial activation and a final saturation phenomena, and an approximately linear part in the middle:

g(f ) = a ⋅ f + b (2)

In the above model, the proportionality constant a, the most important of the two parameters, is the rate of increase (decrease
for protective factors) of the probability risk corresponding to an increase of the risk factor by a unit. In this work, we
mostly adopt the model in equation (2). However, as shown later, the proposed methodology can also be applied with
minor modifications in case a non-linear model is adopted, as shown for the case of

g(f ) = exp(a ⋅ f + b) (3)

which is applied here for one of the considered factors.
A statistical approach known as ‘Probit method’ was developed by Bliss in 19344 for the situation considered here, i.e. a

binary dependent variable modeled by a function (linear for example) of an independent one. An extension of this work was
made by Fisher one year later,5 which included an iterative method for parameter estimation by maximizing the likelihood
(ML) of the data. In this work, we use the approach of Fisher as a term of comparison for the simulation results obtained by
the proposed methodology. The ML method is simple and has good theoretical properties, one of the most important being
the estimator’s asymptotic normality, which allows to compute confidence intervals.6 However, the solution provided may
be inaccurate in case the maximum is reached on a plateau. The methodology proposed here consists of a combination of
three different methods. Unlike the known method, for which many public software are already available, the three methods
require a certain coding effort. Furthermore, they are also more computationally intensive. However the combination of
three different methods with different features is expected to provide a more reliable and consistent estimation of the
parameters. Finally, one of our three methods, the Bayesian one, includes in the model the likelihood function used in the
approach of Fisher, but also some additional ‘a priori’ information.

The first method considered here is developed within the Bayesian framework.7 As mentioned above, together with the
likelihood function, it uses a non-informative prior on the parameters, which are considered random. We could then proceed
similarly to ML, by looking at the parameter value which maximizes its “a posteriori” probability given the measured data.
However, to avoid the same problem of ML, instead of considering the mode, we focus on the mean. Following Bayesian
approach, confidence intervals can also be computed. The other two methods are based on aggregation of individuals
depending on their values of f , with individuals of the same group having close values of f . The risk is then estimated in
each group on the basis of the events that happened to individuals belonging to it. In one of these two methods, the division
of the range of values of f in sub-intervals (inducing groups of individuals), is based on a criterion imposing equality
of the variances of risk estimators in different sub-intervals. After the optimal division is found, the parameters a and b
are estimated by a least squares procedure. In the other method, the optimal division is based on a criterion minimizing
the sum of squared errors between the theoretical and empirical risk estimates in different sub-intervals. Differently from
the previous method, the optimization is now not straightforward and we perform it by using the Simulated Annealing
algorithm.8,9 In addition, we propose a method for the detection of a region to be excluded from the analysis. This happens
when data do not provide evidence against the hypothesis that the risk does not vary in the most left or most right part of
the empirical range of the factor. The method incorporates two additional conditions. If also both of them are fulfilled, we
claim that this is consistent with the presence of a real biological activation phenomenon.

As an alternative, instead of analyzing risk factors separately, multiple factors linear regression can be performed, as
done in validated risk calculators, mostly based on the Cox Proportional Hazard (CPH) model.10 Existing risk calculators,
such as the NORRISK2,11 which are based on CPH model, have been analyzed and results show good risk prediction
performance both in terms of sensitivity and specificity (AUC ≃ 0.8). In this way, we can “adjust” the estimation of the rate
of a factor, accounting for the influences of the other covariates on the risk. This same approach is applied also for other
two widely used risk calculators for CVD events, which are the SCORE,12 for the general population, and the STENO1,13

for people with type 1 diabetes (T1D). However, in this way we do not take into account possible dependencies between
factors, which happen in practice. This may lead to a wrong conclusion regarding the relative influence of different factors.
We illustrate it by the example included in A. Some consequences of ignoring risk factor dependencies are shown by the
examples in Figure 1, relative to data from a longitudinal study of CVD events in individuals with T1D,14–16 which is
intensively used here.
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Figure 1. In the two panels, the empirical risk curves obtained by the Kaplan Meier estimator17 from the two sub-samples of males
and females (left panel) and of individuals with and without family history of hypertension (right panel) are shown. The superimposed
theoretical curves (smooth lines) are estimated by means of the Cox Proportional Hazard model.

The figure shows the empirical risk probability curves obtained by the Kaplan Meier (KM) estimator17 for males and
females and for individuals with and without family history of hypertension (parents, grandparents, siblings or children)
of the longitudinal Diabetes Control and Complications Trial/Epidemiology of Diabetes Interventions and Complications
(DCCT/EDIC) study for CVD events in individuals with T1D. The theoretical curves are estimated by setting the two
values of the binary factors sex and family history after parameter estimation of a model including many risk factors, but
they do not fit the empirical ones well. We finally notice that when association between two factors is demonstrated, it does
not imply causal relationship. However, in some cases, it is possible to establish a causal relationship in a straightforward
way, like for smoking that may influence systolic blood pressure.18–20 In other situations, this is also possible based on
knowledge from medical experts, e.g. the levels of high and low density lipoprotein (LDL) cholesterol may depend on
triglyceride level.21

Performing dose–response analysis for a risk factor on its own has one relevant advantage. In fact, the rate of increase
of a factor takes into account the indirect effects on the event E of other factors that are dependent causally on it. This is
useful in practice as the reduction of the value of a modifiable factor may induce changes in the values of other factors,
with consequences on the risk. Following this approach, we do not eliminate the effects of factors correlated with E, but
not dependent causally on the one considered. However, we provide solutions to cope with this issue, as described later in
the discussion.

Here, the methodology is mainly tailored for a linear dose–response model. Of course, in practice, a more complex
model may be needed to describe the relationship between risk and factors. The appropriateness of any given model, e.g.
the linear one considered here, should be assessed either theoretically or empirically. This is true for any study of this type,
included those cited above, based on the CPH model which is also a linear one. However, in this particular study, our focus
is mainly on a innovative methodology to estimate the parameters of a given assumed model. Nevetheless, the method can
cope also with the case of non-linear relationships. This is done here for one of the factors, for which an exponential model
is assumed.

The proposed methodology is general. However, here we illustrate the results of its application for the quantification of
the risk of CVD events in individuals with T1D. The results described include accurate estimates of the risk variation
rates for some of the main non-binary factors. In addition, the results obtained suggest the presence of a real activation
phenomenon for one of the considered risk factors. Finally, to quantify the performances of the proposed methodology, we
also include a large study on realistic simulated data.

2 The proposed methodology
We describe here the proposed methodology to provide accurate estimation of dose–response curves. Although this
approach can be adopted also for a non-linear function g(⋅), we now focus on the linear case. However, later in this section
we will briefly describe the modifications needed when adopting a non-linear function g(⋅). As anticipated before, we com-
bine the solutions from three different methods by averaging them. Possibly, the range of analysis [ fL, fR] is equal to the
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empirical one in the whole data sample analyzed. However, in some cases, the range of analysis can be strictly contained
in the empirical one, as it will be explained after the description of the three methods. For convenience, we assume that
the value of the independent variable f of the linear function in equation (2) is the measured value of the factor to which is
subtracted fL.

2.1 The Bayesian method
Here, we follow the Bayesian approach.7 We do not describe the linear function g(⋅) by the two above parameters a and b.
Instead, we consider the two parameters gL and gR equal to the values of g(⋅) in the left and right points of the range of the
values of the factor where the analysis is performed, that is gL = g( fL) and gR = g( fR). For a risk (protective) factor we
have that gL < gR (gL > gR). We notice that gL and gR, which we want to estimate, must be in the interval [0, 1]. After the
estimation of gL and gR, the value of a is obtained by the formula a = (gR − gL)∕( fR − fL).

2.1.1 The statistical model
Let us now consider the likelihood (Y ) of a sample of n i.i.d. measurements Y := Y1,… , Yn, given a generic value of the
pair (gL, gR), as follows

(Y ) := (Y |g) =
n∏

i=1

(Yi|gL, gR) =
n∏

i=1

g(fi)Yi ⋅ (1 − g(fi))1−Yi

where fi is the value of the factor for the ith individual and Yi = 1 when the event E happened, and zero otherwise. In the
above formula the dependence of the linear model g(⋅) on the parameters gL and gR has been dropped for simplicity of
notation.

Following the Bayesian approach, we consider a probabilistic “a priori” model (G) = (GL, GR) for the parameters,
which are considered random variables and indicated by (GL, GR). This model is the product of two uniform distributions
on GL and GR separately. The support of the distribution of GL (GR) is [0, ḡ] ([ḡ, 1]), where ḡ is the probability of the event
E obtained by applying the law of total probability:

ḡ =
∫

fR

fL

g(f ) ⋅ s(f ) df

∫

fR

fL

s(f ) df

(4)

where s(f ) is the probability density function of the considered factor (whose integral in the factor interval is 1). In fact,
both GL and GR must be between zero and one. In addition, in case of a genuine risk factor, we have that g(⋅) is a non
decreasing function, therefore it is easy to see how gL ≤ ḡ and ḡ ≤ gR. We can proceed similarly for a protective factor,
for which we obtain that ḡ ≤ gL and gR ≤ ḡ. The quantity ḡ is estimated here using the sample mean as

∑n
i=1 Yi∕n. We

notice that this approach can also be used for a non-linear function g(⋅), as it will be illustrated later. By means of the Bayes
theorem, “a posteriori” distribution is derived

(G|Y ) ∝ (Y |G)(G)

2.1.2 Parameter estimation
Here, to estimate a = a(G) = (GL − GR)∕(fL − fR), we use its expected value according to the “a posteriori” distribu-
tion for G. Very often, in Bayesian statistics this expected value is not known in explicit form as a function of the data
(and eventually of a few “hyper-parameters” of the prior distribution). A possible approach is to approximate it with high
accuracy by stochastic simulation,22 for example using the Metropolis algorithm.23 We notice that, in the above expression
of the posterior distribution, the proportionality constant is missing. In fact, when using Metropolis algorithm, we do not
need it, as they only use ratios of the distribution. This is a very nice feature, since the exact calculation of the normaliz-
ing constant is very often impossible. To assess that the Metropolis algorithm has reached convergence, a statistical test
can be applied.24 However, since only the two variables GL and GR are involved here, the numerical computation of the
two involved integrals can be done, allowing us to directly estimate the posterior mean. To do that, the expected value of
a, expressed as a function of G as a = (GL − GR)∕(fL − fR), is approximated here numerically using a finite bidimensional
grid on the support [0, ḡ] × [ḡ, 1]. The posterior weights are computed on the same grid. In a similar way, we compute
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numerically the Bayesian variance of a. The whole approach results particularly convenient here to reduce computational
complexity. This makes it possible to perform a large simulation study for quantifying the performances of this method.

2.2 The methods based on data aggregation
In this case, the different subjects of the sample are aggregated in groups, with individuals of the same group having “close”
values of the considered factor. For a given value k of the number of groups, we partition the range of analysis [ fL, fR] in k
non intersecting sub-intervals I1,… , Ik possibly with different lengths. The two methods aggregate data following different
criteria, as described below.

Given any sub-interval Ii, let us consider the subset of individuals whose factor values belong to it and let us denote by
ni its size. The number ñi of individuals, among the ni considered, who have experienced the event E, follows a binomial
distribution with parameters (ni, pi) where

pi =
∫Ii

g(f ) ⋅ s(f ) df

∫Ii

s(f ) df

(5)

and s( f ) is, as above, the probability density function of the considered factor. Based on the linear model assumed for the
function g(⋅), it is easy to show that

pi = a
∫Ii

f ⋅ s(f ) df

∫Ii

s(f ) df

+ b (6)

where the ratio of integrals above represents the expected value of f conditioned on being in the sub-interval Ii. From
equation (6), given a partition of the range, we can compute the value pi by a ⋅ f̄i + b, where f̄i is approximated by the
arithmetic average of the factor values in the individuals belonging to the interval Ii. The values of a and b are then
estimated by minimizing the sum of squares of the differences p̂i − (a ⋅ f̄i + b), where p̂i = ñi∕ni.

In the followings, we describe the two non-Bayesian methods proposed here including the criteria to find the optimal
partition of the range of analysis. To take into account the influence of the number k of partition sub-intervals on the
estimates, we repeat the whole procedure for different values of k and we average the estimates obtained. We notice that we
could proceed similarly for the case of a non-linear function g(⋅). In fact, we could approximate it by a suitable polynomial
with coefficient vector 𝜽. Then, the r.h.s. of equation (5) would become a linear combination of the conditional moments
of the variable f , up to the order of the chosen polynomial.

2.2.1 The method based on estimator variance
The expected value of ñi is ni ⋅ pi. Therefore, the estimator p̂i is an unbiased estimator for pi, whose variance is given by

vi =
pi(1 − pi)

ni

(7)

For small values of pi, the involved variance reduces to pi∕ni, and the ratio between it and pi becomes 1∕ni. To find the
division of the range of analysis in sub-intervals, we adopt the criterion of equality of the ratios between the estimator
variances in different sub-intervals and the corresponding estimator expected values. This implies that all ni are equal to
each other. Therefore, each of the k frequencies ni∕n is equal to 1∕k. We now show how we find the right points of the
sub-intervals. From the values of f in the n individuals of the sample, we compute the empirical cumulative distribution
F̂ of that factor. By using the Nadaraya-Watson kernel regression25,26 we can interpolate it in any point of the range by a
function F(⋅). Then, we find the right point 𝜉i of the ith sub-interval by imposing that F(𝜉i) = i∕k, i = 1,… , k. Once the
division of the range in k sub-intervals is obtained, the quantities a and b are computed as described above by minimizing
the sum of squares of the differences p̂i − (a ⋅ f̄i + b).

2.2.2 The method based on unexplained fluctuations
Here we follow a different criterion for data aggregation. In fact, the minimization of the above sum of squares differences
(unexplained fluctuations) is used also to find the optimal partition. As candidates of the range division in sub-intervals, we
only consider those cases where in each sub-interval there are at least 100 individuals with at least one of them experienced
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the event E. The minimization is performed here numerically by means of the Simulated Annealing algorithm with a
geometrically decreasing temperature schedule with base close to one.8,9 The sub-intervals I1,… , Ik can be identified by
the ordered sequence of their k − 1 points belonging to the interior of the range. At each iteration, we select consecutively
each of those point and we propose a new location for it. The location is chosen uniformly at random between the most-left
and the most-right points, ensuring that in each subintervals there are at least 100 observations.

2.3 The non-linear case
We now give some details for the application of the proposed methodology in the case of a non-linear model for the
function g(⋅). As an example, we consider the case of an exponential model, as in equation (3), which is applied here
for HBA1C. For the Bayesian method, we proceed similarly to the case of a linear function g(⋅) by performing model re-
parametrization. However, this time, the expression of the new parameters ( gL, gR) as a function of a and b is GL = eb and

GR = exp
{

a( fR− fL)+b
}

. By inverting the above mapping, we have a = 1

GR−GL
ln
(

GR

GL

)
and b = ln(GL). These expressions

are inserted in the likelihood function used for the Bayesian method. Finally, calculating the above inverse function on the
estimated values of (gL, gR), provides estimates for a and b. When applying the other two methods, instead of using the
procedure as in the end of Section 2.2, we proceed as for the linear case, after replacing the quantities p̂i by their logarithm
ln(p̂i).

2.4 Range of analysis
As anticipated in the beginning, in some cases, the range of analysis [fL, fR] is strictly contained in the whole empirical one.
This happens when, below a certain threshold fA, data do not provide evidence that the risk probability increases as the
factor value does. In this case, the left point fL is replaced by fA. For a protective factor, it may happen that the reduction of
the risk, increasing the factor values, does not happen above fA. Then, the right point fR is replaced by fA.

Now, details of the developed method to detect this phenomenon and eventually to find the value fA are provided. We
focus on a risk factor, like systolic blood pressure (SBP). We describe theoretically this situation by assuming (E = 1 ∣ f )
to be equal to b for measured value of f smaller or equal than fA, while afterwards it follows the model in equation (2),
where f is replaced by f − fA. For a protective factor, like high density lipoprotein (HDL), this may happen for factor
values larger than fA, where again the risk is assumed to be constant. As done for the estimation of the rate a, also here,
our method combines two different procedures described below. It could also be easily adapted to deal with cases where
the above phenomenon happens, for a standard factor, above a certain threshold. However, here we apply it only in the way
described above. This is because the application of our two non Bayesian methods on the whole factors ranges show, for
standard factors, visual evidence of flatness only on the most left part of the ranges. Conversely, for the protective factor
HDL, this only happens on the most right part of its range. When the range of analysis is reduced, the three methods to
estimate the rate a are slightly modified, as described later.

2.4.1 First procedure
Here, we look at two adjacent sub-intervals of equal length IL := [f0−Δ, f0] and IR := [f0, f0+Δ] contained in the empirical
range. The value of Δ must be selected from data. As it will be explained later, we will use different values for Δ. For the
moment, we consider it fixed. We consider the two sub-samples of individuals whose factor values belong to each sub-
interval and we compute the estimated values pL and pR by means of the corresponding KM curves at last time. We then
let the two windows move together by increasing the value of f0 from the minimum allowed one. If both windows are on
the left of fA, the value of the function g(⋅) is equal to b in all the points of IL and IR. Therefore, by equation (6) it is easy
to see that pL = pR = b, and pR − pL = 0. When fA coincides with the common point f0 of the two sub-intervals, pL still
remains equal to b, but by equation (6) it is easy to see pR = a ⋅ f̄R + b. Then we have pR − pL = a ⋅ f̄R > 0. Analogously, in
case both sub-intervals are on the right of fA, it follows pR − pL = a ⋅ ( f̄R − f̄L) > 0. This suggests to set fA equal to the first
value of f0 (if it exists) from which the value of the KM curve at last point corresponding to IR is above the other one. To
increase the statistical significance of the procedure, we require the condition being fulfilled in the last half time interval
of the KM curves.

2.4.2 Second procedure
In this case, we only consider a small sub-interval [ f0, f0 + Δ] contained in the empirical range, and the sub-sample of
individuals whose factor values belong to it. This sub-sample is further divided in two depending if its generic individual
experienced or not the event E. If there are events in the sub-interval, let us denote by f E and f Ē the corresponding sets of
values of that factor in the two sub-samples. We now consider any sub-interval lying on the left of fA ( f0 + Δ < fA). Then,
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the distribution of f , as well as its expected value, is identical for both cases E and E. Therefore, the difference 𝜇E − 𝜇E of
their expected values is zero. When the sub-interval contains fA ( f0 ≤ fA ≤ f0 + Δ), the linear model is active in a part of
the sub-interval and 𝜇E −𝜇E is expected to be larger than zero. In the Appendix B, we prove that 𝜇E −𝜇E is larger than zero
in case the sub-interval is on the right of fA ( fA < f0). Of course 𝜇E − 𝜇E is equal to the expected value of the difference
between the sample means d(f E, f E) = ⟨f E⟩ − ⟨f E⟩. Therefore, we expect that, if the sub-interval moves from left to right
but remaining on the left of fA, the value of d(f E, f E) fluctuates around zero. Instead, when the sub-interval is on the right
of fA, the fluctuations are around a value larger than zero. Hence, we assign to fA the value of the left point f0 such that
the maximum of d(f E, f E) is reached at first, with its value being significantly larger than zero. To test the hypothesis that
this maximum difference is statistically larger than zero, we compute the Wilcoxon rank sum statistics27 W ( f E, f E) and
we use a significance level equal to 0.05. This statistic is commonly used to test (non-parametrically) the null hypothesis
of equality between two expected values. The distribution of the test statistic W under the null hypothesis is in general
computed either exactly for samples of small size, or asymptotically.6

2.4.3 Combination of the two procedures
In practice, for both procedures, we consider a finite number of positions of f0 from the smallest value fL with increments of a
certain fixed amount 𝛿. We perform the analysis with different values of Δ. Analogously, for a protective factor (here HDL),
we apply the same procedure but moving from right to left. The value of 𝛿 is estimated from data. Following a conservative
principle, we say that there is a region to be excluded from the analysis if, at least one of the two procedures detect it for
one or more values of Δ. Based on the same principle, we set fA equal to the maximum of all values eventually found
for it. Of course, for a protective one the maximum is replaced by the minimum. To have confirmation of the goodness
of the estimates of fA, we perform the following test. We divide the interval (fL, fA) ((fA, fR) for HDL) in two parts with
equal number of individuals with factor values in one of them or the other. Then, we test the hypothesis that the risk
probabilities for individuals corresponding to the two sub-intervals are equal. For doing that, we use a 𝜒2 test modified for
small numbers.28

The method proposed suggests sometimes the reliable application of the linear (or non-linear) model only for values of
the factor larger than fA. However, in some cases, we can go further than that and conclude that a real biological phenomenon
exists. There is evidence of this when the estimated value of fA for both procedures is close to the mode of the probability
density function s(⋅) of the factor, and, for the first procedure, the empirical value of pR − pL fluctuates around zero for a
large set of sub-interval configurations lying on the left of fA (compared to the standard deviation of the factor). In fact,
when fA is close to the mode of s(⋅), we are in the best condition to observe a positive difference of the empirical value of
pR − pL. This can be understood by looking at equation (7) for the variances of pL and pR. Indeed, when this condition is
fulfilled, the value of the denominator ni, that is the expected value of the number of individuals in IR and IL, is close to the
maximum. As it will be seen later, here we can conclude that a real activation phenomenon exists for HDL.

2.4.4 Method modifications
We now describe some small modifications of the three methods in Sections 2.1–2.2 in case when a region has been
detected by the combination of the above procedures. For the first method, the information from individuals with factor
values smaller (larger for a protective factor) than fA is not excluded. Indeed, the values fi for all elements of the data
sample with factor values smaller (larger for a protective factor) than fA are set equal to fA. The analysis is then performed
as described above on the data sample so modified.

For the other two methods, we do not consider all the individuals with factor values below (above for a protective factor)
fA, but only a subset of them with values belonging to a sub-interval I0 with length Δ and right (left) point fA. In particular,
for the second method, we apply the described procedure to find the division of the range of analysis [fA, fR] by considering
only the individuals whose values of f belong to that range. After the division has been performed and the pairs (f̄i, p̂i)
are computed, we add to them the pair (fA, p̂0), where p̂0 is the risk estimated in the subset of individuals whose factor
values belong to I0. We proceed in a slightly different way for the third method. In this case, the pair (fA, p̂0) is added
from the beginning and therefore also influences the optimal division of the range [fA, fR]. The computation of the final
estimate of the slope a and its standard deviation for both methods is performed as follows. We average the estimates of a
for different values of Δ in combination with different values of k. From the simulation study, we find a high correlation
between those different estimated values of a. Therefore, we compute the standard deviation of the final average as an upper
bound by considering each correlation equal to one. The resulting value of the above standard deviation corresponds to
the arithmetic average of those from the different combinations of Δ and k. For a given choice of Δ and k, the value of a,
obtained by a least squares procedure, is a linear combination of the relative frequencies in each sub-interval with weights
depending on the corresponding average of the factor values. This is used to compute the standard deviation of a for each
combination.
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Table 1. The risk factors included in this analysis. The units used for the different factors, the corresponding median values, modes
and measured ranges are reported.

Acronyms Risk factor (units) Median value Mode Measured range

SBP Systolic blood pressure (mmHg) 119 115 [89, 172]
LDL LDL cholesterol (mg/dL) 113 107 [28, 255]
HDL HDL cholesterol (mg/dL) 55 50 [28, 112]
TRG Ttriglyceride concentration (mg/dL) 88 54 [20, 635]
HBA1C HBA1C level (%) 8 7.7 [5, 13]

3 Application
In the following section, we first report the results obtained applying the proposed methodology to a large real dataset
from people with T1D. Then, we describe results of the application to a realistic simulated dataset, in order to quantify the
performances. The known method used for comparison is applied to the same dataset.

3.1 Application to real data
3.1.1 Real data
The following analysis refers to the information available from a United States National Institutes of Health database of
CVD events for individuals with T1D. The study consists of two phases: The DCCT which ends at year 10, when the EDIC
observational study starts. The database contains data of 20 years14–16 of the EDIC study since its start. For each individual
of the sample, either the time of the event (if it occurred) or the censoring time (end of the study or withdrawal from it,
death) was recorded.15,16

A large number of risk factors for CVD are recorded each year of the study, including the non-binary variables considered
here and shown in Table 1. We notice that all the non-binary risk factors we include are not directly modifiable as instead is,
for example, smoking. However, they are indirectly modifiable through lifestyle changes (e.g. the introduction of specific
dietary restrictions or practicing physical activity) and/or the use of medication. Here, we consider as “event” E the first
outcome of a CVD episode of any possible type included in the EDIC study.14–16

Among all the continuous risk factors available in the considered database, the subset used here is chosen with reference
to the two widely used risk calculators NORRISK2 by Selmer et al.11 and STENO1 by Vistisen et al.13 The SCORE2,
also well known and used, presents only categorical variables and therefore is not considered here. The NORRISK2 is a
validated Norwegian tool for the prediction of 10-year acute risk of incident MI or cerebral stroke in individual aged 40–75
years. The STENO1 is an online tool to predict 5 and 10 year risk of CVD for adult people with T1D. In our analysis of
the EDIC database, we consider the continuous variables included in the NORRISK2 risk calculator, except for the total
cholesterol. We prefer to use LDL cholesterol, which has also been reported to be highly correlated with CVD.29 Indeed,
total cholesterol also includes the antagonist contribution of the protective factor HDL cholesterol. This choice is also
motivated by the fact that the STENO1 risk calculator for people with T1D uses this factor. In addition, we also include
the triglyceride concentration (TRG).21 We acknowledge that NORRISK2 is designed for the general population, while the
EDIC database used here includes only individuals with T1D. Therefore, we also include in the analysis the level of glycated
hemoglobin which is a well-known CVD risk factor for those individuals30–32 and it is also included in the STENO1.13 The
five risk factors considered here are shown in Table 1.

For each of the considered factors, we average the corresponding values during the first five years of the EDIC study to
minimize the influence of their fluctuations. We then consider the longitudinal data since the beginning of 6th year of the
EDIC study. Unfortunately, possibly due to censoring, we see a high imbalance between events and censoring after year 12
of the EDIC study. Therefore, we limit our analysis to the 7 years following the first 5 years of the EDIC study. The final
sample considered consists of 1292 individuals (47% females and 53% males) aged 28–54 years at the beginning of the
6th year of the EDIC study (our baseline). At the end of our observation interval, 70 of the 1292 individuals experienced
event E.

3.1.2 Results on real data
Here, we describe the results of the application of the proposed approach, which is based on three different methods, to the
above described database. We recall that the event E considered here consists of having one of the CVD events described
in section 3.1.1, within a time interval of 7 years. For the first method, we excluded censored individuals. However, the
fraction of censored individuals is small (3.5%). For the other two methods, we take advantage of having longitudinal data
to compensate for the presence of censoring. In fact, the values of p̂i introduced in the previous section are computed based
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Table 2. Estimated values of the factor rate a for each factor, appearing in the linear model of equation (2) for 7-year risk
probability of CVD in individuals with T1D.

Estimator Unexplained
Factor Bayesian variance fluctuations Final estimate

SBP 0.46 (0.13) 0.37 (0.14) 0.39 (0.15) 0.41 (0.13)
LDL 0.10 (0.03) 0.11 (0.03) 0.11 (0.03) 0.11 (0.03)
TRG 0.052 (0.016) 0.047 (0.018) 0.049 (0.019) 0.049 (0.018)
HBA1C 0.43 (0.09) 0.36 (0.13) 0.37 (0.14) 0.39 (0.12)
HDL 0.49 (0.15) 0.61 (0.19) 0.62 (0.20) 0.58 (0.18)

Note: The values shown (standard deviation in parenthesis) represent the increase of the event probability (in percentage) corresponding to a unitary
increase (decrease for HDL) of the factor. The factor units are reported in the second column of Table 1. For HBA1C, the parameter a is the one of
the non-linear model in equation (3). For the non-Bayesian methods, the values shown are the arithmetic means of the values of the rates obtained
for the combinations of the values of the number of sub-intervals and of the length of the interval I0. The p-values associated to the rate estimates
from the different combinations are all significant (p < 0.05). In the last column, the final estimates of the rates are shown, computed as averages
of the values from the three methods. The corresponding standard deviations in parenthesis are also reported. CVD: cardiovascular disease; T1D:
type 1 diabetes; SBP: systolic blood pressure; LDL: low density lipoprotein; HDL: high density lipoprotein; HBA1C: glycated hemoglobin level; TRG:
triglyceride concentration.

on all individuals, without excluding those censored, by the values of the KM curve17 at last time (end of year 7). For each
of these two methods, the estimates of the rates a are obtained by averaging those obtained using a number of sub-intervals
k = 4, 5, 6. The empirical ranges [fL, fR] for the considered risk factors are reported in Table 1. When applying the method
to find the range of analysis, we set 𝛿 = 1 for the first four of them and 𝛿 = 0.1 for HBA1C. We set the length of the interval
I0 equal to Δ = 10, 15, 20 (Δ = 0.8, 1.0, 1.2) for SBP, LDL, HDL and TRG (HBA1C).

In Table 2 are summarized the results of all five factors. For each factor, there is good agreement between the estimates
of the rate a obtained from the three different methods. We have taken the arithmetic average of these three values of
the rates obtaining the final ones as reported in the last column of Table 2. Since, from the simulation study, we find a
high correlation between the estimates obtained from the three different methods, to estimate the standard deviation of the
final estimates we proceed similarly as done separately for each non-Bayesian method. Indeed, we compute the standard
deviation as an upper bound by considering each correlation equal to one. The resulting value of the standard deviation
corresponds to the arithmetic average of those obtained from the three methods.

By applying the proposed detection method, a region with small factor values to be excluded from the analysis is detected
for SBP (fA = 118 mmHg), LDL (fA = 95 mg/dL), TRG (fA = 56 mg/dL) and HBA1C (fA = 8.1%). For HDL the region
to be excluded is the one with factor values larger than fA = 51 mg/dL. For each of the five factors, the p-value for the 𝜒

2

test described in the previous section is very large. Therefore, data are compatible with the null hypothesis. We notice that,
for each factor, the estimated value of fA is close to the corresponding one of the distribution mode of that factor, shown in
Table 1. However, when considering the first procedure, for SBP, LDL and TRG, we do not have evidence of fluctuations
around zero of pR−pL for a large set of sub-interval configurations whose common point f0 is on the left of fA, as said in the
previous section. In fact, for SBP and TRG, we could not have f0 far enough on the left of the mode. For LDL, although fL
allowed this, we have values of pR−pL significantly smaller than zero for several sub-interval configurations. This suggests
that for LDL we have and initial decreasing phase. Therefore, from all these considerations, we conclude that for SBP,
LDL and TRG, we do not have evidence of a real biological activation phenomenon. The situation is different for HDL,
where both conditions are met. In addition to the fulfillment of them, also the fluctuations of the difference considered in
the second detection procedure are around zero for a large set of the sub-interval configuration on the right of fA. Then, for
HDL we have even more evidence than required that a real biological activation phenomenon exists. We notice that this
is already reported in literature.33 We only have partial evidence of such phenomenon for HBA1C. In fact, for this factor,
the condition required on the fluctuations involved in the first procedure is satisfied, but the one on the location of fA is
violated for the second detection procedure.

We now illustrate separately the results for each of the five risk factors considered here. We highlight that, for each
factor, integrating the estimated linear model over the whole empirical range, after weighting it by the probability density
function s(⋅), we obtain a value very close to the corresponding risk estimated empirically from the whole sample.

3.1.3 Systolic blood pressure
Here, we estimate from the data a value of 118 mmHg for fA. For the risk rate of increase a of the linear model, the value
of the final estimate is 0.41%/mmHg (standard deviation 0.13%/mmHg). Therefore, for values of SBP > 118 and < 172
mmHg, an increase of 10 mmHg corresponds to an increase of the risk of about 4%.
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Figure 2. Estimated values of the 7-year risk versus the values of systolic blood pressure (SBP) for the optimal sub-interval
configuration from the method based on unexplained fluctuations with k = 5. The length Δ of the interval I0 is equal to 20 mmHg.
The corresponding fitted theoretical linear model is superimposed to the empirical data. The first data point corresponds to the
sub-interval I0.

As an example, in Figure 2, we show the estimated value of the 7-year risk p̂i for SBP as a function of the mean value f̄i
of that factor in the i-the element Îi of the optimal sub-interval configuration obtained by the method based on unexplained
fluctuations with k = 5. The specific value of Δ used here and in the figures for the other factors are reported in their
captions.

3.1.4 Low density lipoprotein cholesterol
For this risk factor, we have found fA = 95 mg/dL. The value of the final estimate obtained for the risk rate of increase
a of the linear model is 0.11%/(mg/dL) (standard deviation 0.03%/(mg/dL)). Therefore, for value of the LDL in [95, 255]
mg/dL, an increase of 10 mg/dL corresponds to an increase of the risk of about 1%. Figure 3 shows an example of the 7-year
risk for the event E as a function of the mean values of LDL in the sub-intervals corresponding to the optimal division of
the range of analysis using the estimator variance method with k = 6.

3.1.5 Triglyceride concentration
In this case, we have found fA = 56 mg/dL. The value of the final estimate for the risk rate of increase of the linear model
is equal to 0.049%/(mg/dL) (standard deviation 0.018%/(mg/dL)). Therefore, for values of TRG in [56, 635] mg/dL, an
increase of 100 mg/dL in TRG corresponds to an increase in risk of about 5%.

In Figure 4, we show the estimates of conditional probabilities p̂i as a function of the corresponding averages of TRG
values f̄i in the sub-intervals Ii relative to the optimal division of the range of analysis according to the estimator variance
method with k = 5.

3.1.6 High density lipoprotein cholesterol
We notice that for this risk factor, a real activation phenomenon is detected here, as already reported in literature.33 Indeed,
the variations of the risk appear only for values of the factor ≤ 51 mg/dL, this value is very close to the one obtained for
females (50 mg/dL) in Alberti et al.33 (40 mg/dL for males). Therefore, although this factor is known as a protecting one,
increasing its value above 51 mg/dL does not make the risk of CVD to decrease. The value of the final estimate for the
rate a of the linear model is 0.58%/(mg/dL) (standard deviation 0.18%/(mg/dL)). Therefore, for values of HDL in [28, 51]
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Figure 3. Estimated values of the 7-year risk versus the values of low density lipoprotein (LDL) for the optimal sub-interval
configuration from the method based on the estimator variance with k = 6. We use Δ = 20 mg/dL. The corresponding theoretical
linear model is superimposed to the empirical data. The first data point corresponds to the sub-interval I0.

Figure 4. Estimated values of the 7-year risk versus the values of triglyceride concentration (TRG) for the optimal sub-interval
configuration from the method based on the estimator variance with k = 5. Here, we use Δ = 15 mg/dL. The corresponding
theoretical linear model is superimposed to the empirical data. The first data point corresponds to the sub-interval I0.
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Figure 5. Estimated values of the 7-year risk versus the values of high density lipoprotein (HDL) for the optimal sub-interval
configuration from the method based on the unexplained fluctuations with k = 4. The corresponding theoretical linear model is
superimposed to the empirical data. Since for this factor we have a real activation phenomenon, the last data point does
not corresponds to the sub-interval I0, but to [fA, fR] = [51, 112] mg/dL, and the horizontal line is relative to the risk of individuals
with factor values belonging to that sub-interval.

mg/dL a decrease of 10 mg/dL corresponds to a risk increase of about 5.8%. Figure 5 shows the variation of the estimated
value p̂i for HDL as a function the mean value f̄i for the optimal division of the range of analysis using the unexplained
fluctuations method with k = 4.

3.1.7 Glycated hemoglobin level
The value found for fA = is 8.1%. The value of the final estimate of the parameter a of the non-linear model is equal
to 0.39/% (standard deviation 0.12∕%). Therefore, for values of HBA1C in [8.1, 13]%, an increase of the factor by one
unit, corresponds to a risk increase by a factor e0.39 ≃ 1.48. In Figure 6, are shown the empirical values of the 7-year
risk as a function of the mean values of HBA1C for the optimal sub-interval configuration estimated with the unexplained
fluctuations method with k = 5.

3.2 Application to simulated data
3.2.1 Data
To quantify the performances of the proposed methodology, we apply it several times to simulated datasets. To generate a
realistic simulated dataset, we proceed as follows. First, we choose a parametric model to describe the probability of the
event, conditioned on a single risk factor. We use here a linear model for all the factors, but HBA1C, for which we use an
exponential model. The parameters of these models are the ones obtained applying the proposed methodology to the real
dataset. We then consider the probability density function describing each factor in the real dataset, whose parameters are
estimated from these data. For each factor, we use the corresponding theoretical distribution to draw a sample. Then, for
each realization of the sample, we simulate the events using a Bernoulli distribution with probability equal to the value of
the linear (or exponential) model corresponding to the factor value of that realization. Finally, we randomly censor some of
the simulated observations, according to the proportion of censored individuals observed in the real dataset. We perform
the estimation on a simulated dataset with a sample dimension m = 1600, which is close to that in the real dataset.
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Figure 6. Estimated values of the 7-year risk versus the values of HBA1C for the optimal sub-interval configuration from the
method based on the unexplained fluctuations with k = 5 and Δ = 1.2%. The corresponding theoretical non-linear model is
superimposed to the empirical data. The first data point corresponds to the sub-interval I0.

Table 3. Results of the application of the proposed methodology and of the standard maximum likelihood approach to simulated
datasets, each with m = 1600 individuals.

Factor Proposed method Max Likelihood

discr fluct frac discr fluct frac

SBP (0.41) 0.10 0.13 0.95 0.09 0.10 0.92
LDL (0.11) 0.02 0.03 0.97 0.02 0.02 0.89
TRG (0.049) 0.014 0.018 0.97 0.014 0.013 0.85
HBA1C (0.39) 0.08 0.11 0.98 0.07 0.06 0.87
HDL (0.58) 0.13 0.17 0.95 0.13 0.13 0.92

Note: The values reported are relative to 1000 independent random datasets. In the first column, we show the acronyms of the factors considered,
together with their corresponding true values in parenthesis. For each method and factor, we report the mean absolute discrepancy between the
estimated rate and the corresponding true value (discr). In addition, a measure of the rate estimate fluctuations is also shown (fluct). Finally, we include
the fraction of replications for which the true value of the rate is contained in the interval centered at the estimate and with half width equal to two
times the measure of fluctuation (frac). SBP: systolic blood pressure; LDL: low density lipoprotein; HDL: high density lipoprotein; HBA1C: glycated
hemoglobin level; TRG: triglyceride concentration.

3.2.2 Results
In Table 3, we show results of the application of the proposed methodology to realistic simulated datasets. As a comparison,
we also include the analogous results relative to the probit method in the version of Fisher where maximum likelihood
inference is performed. To account for sampling variability, we simulate several independent random datasets. The number
of simulations of the dataset is set such that the values of the quantities considered, described below, do not change when
further increasing it.

For the two methods and each factor, we report three quantities. First, we compute the mean discrepancy (in absolute
value) between the rate estimate and the corresponding true value. We also consider a measure of the fluctuations of the
rate estimate. This is computed as the square root of the average value of the variances of the estimates relative to the
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different replications. The estimate’s variance of each dataset is calculated as described in the beginning of section 3.1.2.
For each replication, as variance of the maximum likelihood estimate, we consider the lower bound m∕(â), where (â) is
the Fisher information relative to the slope estimate.6 Finally, for each factor, we compute the fraction of replications such
that the true value of the rate is contained into the interval centered at the estimate and with half width equal to two times
the fluctuation measure.

4 Discussion
The methodology proposed in this paper has been applied to quantify the influence of some of the main factors, i.e. SBP,
LDL, HDL, TRG and HBA1C, on the risk of CVD in individuals with T1D using a large database. The results obtained
from the real data show that the theoretical model in equation (2) (equation (3) for HBA1C) performs well to describe the
factors influence on the 7-year risk. Moreover, for each of the five factors considered, the values of the rates estimated by
applying the three different methods considered are close to each other. The values of the coefficients of variation (standard
deviation/average value) of the final rate estimates for the five factors considered are about 25–30%. When comparing these
values, for example, with the ones reported by the STENO1 study,13 we see that our method outperforms this last. In fact,
the coefficients of variation for the continuous variables range from 35% to 41%.

We notice that using the simulated datasets, the three methods show only small differences of the performances. In
particular, the difference in the absolute discrepancy between any pair of the three methods is at most 0.03. It happens
exactly the same for the percentage of success in retrieving the true value. However, we notice that the Bayesian method
presents absolute discrepancy equal or lower than those from the other two methods. A similar situation happens to the
unexplained fluctuations method, when looking at the success percentages. Of course, the implementation effort and the
computational cost of the three methods are quite different, with the variance based method being the easiest to handle. On
the other hand, for the method based on unexplained fluctuations both the implementation effort and the computational cost
are significantly larger. As pointed out, for the Bayesian method, there are different possibilities for the implementation
involving different levels of implementation effort and computational cost. Furthermore, this last method is more flexible,
allowing to include different types of a priori information. For example, it can be implemented within the empirical Bayes
approach.7

As the simulation results demonstrate, the three methods are quite close to one another in terms of performances.
Therefore, we decide to make them contributing equally to the arithmetic mean, which provides the final estimate of the
rate. Another possibility could be to slightly increase of an equal amount the weights (of the convex combination) for the
Bayesian and the unexplained fluctuations methods. Indeed, the first one shows a better behavior in terms of absolute mean
discrepancy, while the other presents higher percentage of success in retrieving the true value.

We notice that the results from real data provide evidence for the existence of a real biological activation phenomenon
for the protective factor HDL. Indeed here we can conclude that the risk does not change, reducing the value of HDL, until
we reach 51 mg/dL, below which the risk increases linearly. We notice that such real phenomenon for HDL has already
been reported in literature33 with a value of the threshold close to the one obtained here. Unfortunately, we only have partial
evidence of a similar phenomenon for HBA1C.

Although we apply the proposed methodology to data from individuals with T1D for the risk of CVD events, it can be
used in general for risk quantification. Here we have provided methods details and have illustrated the results mostly in the
case of a linear model g(⋅). However, the approach can also be used with minor modifications in case a non-linear function
g(⋅) is adopted, and we have illustrated this for the case of HBA1C.

Realistic simulated data are used here to quantify the performances of the proposed methodology and to compare them
to those from the probit method. We notice that the ability of the proposed methodology to correctly estimate the rate
is good. Indeed, this is evident both from the discrepancy values and from the success percentage in retrieving the true
value of the rate. Looking at the maximum likelihood approach, the results are qualitatively similar to those obtained with
the proposed methodology. However, when comparing the fraction of replications for which the true value is successfully
retrieved, the maximum likelihood values are lower for all factors. A possible explanation is that maximum likelihood
approach underestimates the fluctuations of the estimated rates. This can be made evident comparing the columns fluct
relative to the proposed methodology and the maximum likelihood approach. We finally notice that, for both method, when
considering the mean discrepancy without absolute value, the results show a significant decrease respect the corresponding
ones with absolute value, indicating that the estimates are unbiased.

We highlight that, the dose-effect curve estimated by the above methodology remains influenced by the effects on E of
factors correlated to it, but not causally dependent on the factor fc under study. We now see how we can cope, under some
conditions, with this situation. Let us focus on the case of two non-binary risk factors fc and ft. For our application, the first
factor could be for example the level of triglycerides and the second one the age. First of all, we resample the data available
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based on the same (arbitrary) probability density function q(⋅) of the values of ft conditioned to any value of fc. Using
the resampled data, we then compute the dose–response curve of fc. Under the hypothesis that the two factors influence
E in an independent way, the combined dose–response function is given by the product of two functions, dependent, one
on fc and the other one on ft. Then, the probability of E in the population corresponding to this sub-sample is obtained
by (double) integrating the product between these two functions, q(⋅) and the probability density function of fc. Based on
the above assumption, this double integral becomes proportional to the integral of the function on fc weighted by the last
density. Therefore, the dose–response curve estimated from the sub-sample is accounting only the effects of fc. If fc is a
confounder, i.e. the event E is not at all influenced by it, but by another factor ft correlated with fc. Then, the above function
dependent only on fc, is constant. Therefore, the dose–response estimated from the sub-sample is flat, while this is not the
case for the original sample. In general, we notice that in the linear case, under the same hypothesis, the estimate of the rate
a from the sub-sample is not affected by the above mentioned effects. However, this is not in general true for the absolute
level of the dose–response curve. To further study the situation, we could repeat several times the sub-sample procedure
with different conditional distributions of the values of ft given fc, with different expected values. Then, by analyzing the
set of dose–response curves obtained, we could extrapolate the one not influenced by ft.

The proposed methodology implicitly takes into account associations between factors. In a different approach, qualitative
information about these associations (causal relationships) can be provided by medical experts, based on the underlying
biological mechanisms. Then, a specific probabilistic model, within the class of Bayesian Belief Networks (BBNs), can be
built, whose parameters are estimated from data. We do not expect such method to be superior to standard risk calculators
when performing risk prediction. However, after parameter estimation, the probability of the event E studied conditioned
to any risk factors combination can be derived. In principle, such conditional probabilities could be directly estimated from
data. However, due to the limited sample size in the database available, this limits the analysis to combinations of at most
pairs of factors, e.g. SBP with smoking. Nevertheless, the last analysis could be useful to describe how the influence of a
factor on the risk varies as a function of a second one, e.g. in an additive or a multiplicative way. Future research includes
the development of a specific BBN model based on information from medical experts, its application to the same database,
and the comparison of the results with those obtained by the methodology proposed in this paper.

5 Conclusions
In this paper, we propose a new methodology to quantify the influence of single risk factors on the probability of adverse
event occurrence. We consider here both the case of linear dependence between variable and risk and the non-linear one.
The methodology is based on the combination of three different methods. For each factor, the estimates of the rates obtained
from the three methods are close to each other. Nevertheless, we provide the final rate estimate combining them to increase
the results reliability. The results obtained from a large realistic simulation study show that the proposed methodology
outperforms the standard method used to deal with this type of models. It can be used in general, although it is applied here
for CVD risk in people with T1D. In addition, we propose the combination of two different procedures to possibly reduce
the range of the factor values where the analysis is performed. This is done to cope with the situations where data do not
provide evidence of risk changes in a most left or most right part of the range values of the factor. In case some additional
conditions are verified, this allows to detect the presence of a real biological phenomenon of activation. This occurs here
for HDL, for which we find a value above which the risk does not decrease when increasing the value of this factor. This
phenomenon has already been described and the threshold value obtained from our analysis is close to those previously
reported in the literature.
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Appendix A
A problem with existing risk calculators, which are based on standard approach, i.e. CPH model, arises. In fact, let us
consider the case when a binary random variable C (representing the event E) is influenced by other two (factors), A and B,
also binary and independent to each other. Assuming the Cox model, from the above formulas, we can express the hazard,
i.e. the probability that the output event happens (C=1) in a small time interval 𝛿t after the time t = 0, given the values
of the two random factors A and B and that the event did not happen before time t = 0, in the simplest case of an hazard
constant along time, as

p(C = 1, t < 𝛿t|A = a, B = b, C = 0∀t′ ≤ 0) = 𝛿t e𝛽aa+𝛽bb

where a, b = 1, 0. As commonly done when adopting such model, to quantify the influence of each of the two factors A
and B on the output event C, we can consider the ratio between the above expression corresponding to the values 1 and 0:

p(C = 1, t < 𝛿t|A = 1, B = b, C = 0∀t′ ≤ 0)
p(C = 1, t < 𝛿t|A = 0, B = b, C = 0∀t′ ≤ 0)

= e𝛽a

p(C = 1, t < 𝛿t|A = a, B = 1, C = 0∀t′ ≤ 0)
p(C = 1, t < 𝛿t|A = a, B = 0, C = 0∀t′ ≤ 0)

= e𝛽b

Therefore, if 𝛽b > 𝛽a, it follows that e𝛽b > e𝛽a , so that the influence of B on the risk of event C is larger that the one
corresponding to A.

However, in the same situation, if we consider a random dependence between the two factors, the actual influence on
the output event of each of them separately may be quite different. Let us assume, for example, that the random factor B
depends on the other one A, as shown by the directed acyclic graph in Figure A1. Then, we can write

p(C = 1, t < 𝛿t|A = a, C = 0∀t′ ≤ 0) = 𝛿t
p(A = a)

∑
b

e𝛽aa+𝛽bbp(B = b|A = a)p(A = a)

= 𝛿te𝛽aa
∑

b

e𝛽bbp(B = b|A = a)

where a = 1, 0.
Taking the ratio between the expressions above for a = 1 and a = 0, we obtain

p(C = 1, t < 𝛿t|A = 1, C = 0∀t′ ≤ 0)
p(C = 1, t < 𝛿t|A = 0, C = 0∀t′ ≤ 0)

=
e𝛽a (e𝛽b p(B = 1|A = 1) + p(B = 0|A = 1))

e𝛽b p(B = 1|A = 0) + p(B = 0|A = 0)

=
e𝛽a (1 + (e𝛽b − 1)p(B = 1|A = 1))

1 + (e𝛽b − 1)p(B = 1|A = 0)

In the limit p(B = 1|A = 1) → 1 and p(B = 1|A = 0) → 0, the last expression of the above ratio tends to e𝛽a+𝛽b .
Let us now focus on the influence of factor B:

p(C = 1, t < 𝛿t|B = b, C = 0∀t′ ≤ 0) = 𝛿t
p(B = b)

e𝛽bb
∑

a

e𝛽aap(B = b|A = a)p(A = a)

=
𝛿te𝛽bb(e𝛽a p(B = b|A = 1)p(A = 1) + p(B = b|A = 0)p(A = 0))

p(B = b|A = 1)p(A = 1) + p(B = b|A = 0)p(A = 0)

where b = 1, 0.
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Figure A1. Directed acyclic graph for an event C dependent on two factors A and B.

In the limit p(A = 1)∕p(B = 1|A = 0) → 0, we have p(C = 1, t < 𝛿t|B = b, C = 0∀t′ ≤ 0) → 𝛿te𝛽bb, and the ratio
between its values corresponding to b = 1 and b = 0 tends to

p(C = 1, t < 𝛿t|B = 1, C = 0∀t′ ≤ 0)
p(C = 1, t < 𝛿t|B = 0, C = 0∀t′ ≤ 0)

→ e𝛽b

Therefore, since 𝛽a > 0, it follows that e𝛽a+𝛽b > e𝛽b , so that the influence of factor A on the output event C is larger than
the one of B. We notice that the conclusion derived by using standard approach is the opposite and therefore it is wrong.

Appendix B
Let us denote by g(⋅) a non decreasing function which represents the value of the risk probability of a binary event E
conditioned that the value of a given risk factor is f , i.e. g(f ) := (E = 1 ∣ f ). Let us assume that g(⋅) is a continuous function
qualitatively described in Figure B1, with a jump in the derivative at fA. In the first part (f < fA), the function is constant,
while it grows linearly with a positive slope in the second part. Now, we consider a small sub-interval J0 := [f0, f0 + Δ]
lying on the right on the activation point fA (fA < f0). We now prove that the difference of the expected values of the factor,
conditioned on the two possible values of the event E, 𝜇E − 𝜇E, is positive

𝜇E − 𝜇E = 𝔼( f |E, f ∈ J0) − 𝔼( f |E, f ∈ J0) > 0.

Indeed, we can rewrite the difference as follows:

∫J0

fg( f )s( f )df

∫J0

g( f )s( f )df

−
∫J0

f (1 − g( f ))s( f )df

∫J0

(1 − g( f ))s( f )df

=
∫J0

fg( f )s( f )df

∫J0

g( f )s( f )df

−
1(J0) −

∫J0

fg( f )s( f )df

0(J0) −
∫J0

g( f )s( f )df

=
∫J0

f (a ⋅ f + b)s( f )df

∫J0

(a ⋅ f + b)s( f )df

−
1(J0) −

∫J0

f (a ⋅ f + b)s( f )df

0(J0) −
∫J0

(a ⋅ f + b)s( f )df

where we denote with 0(J0) = ∫J0
s( f )df , and with 1(J0) = ∫J0

fs( f )df . Let us denote the numerator and the

denominator in the first term of the last expression as  , and , respectively. We can rewrite the above difference as




−

1(J0) −

0(J0) −
=

 ⋅0(J0) − − ⋅1(J0) +

 ⋅ (0(J0) −)
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Figure B1. Profile of the g( f ) function.

From this we get

a2(J0)0(J0) + b1(J0)0(J0) − a(1(J0))2 − b1(J0)0(J0)
(a1(J0) + b0(J0))(0(J0) − a1(J0) − b0(J0))

=
a(2(J0) ⋅0(J0) − (1(J0))2)

(a1(J0) + b0(J0))(0(J0) − a1(J0) − b0(J0))
(B1)

where we denote with 2(J0) = ∫J0
f 2s( f )df . Now, we can rewrite the last expression using conditional moments ̃i(J0)

(i = 1, 2) of the factor f on the interval J0, namely

̃i(J0) =
i(J0)
0(J0)

=
∫J0

f is̃( f )df (B2)

where we denote with s̃( f ) = s( f )

∫J0

s( f )df
. This way, the last expression in equation (B1) becomes

a(̃2(J0) − (̃1(J0))2)

(a̃1(J0) + b)(1 − a̃1(J0) − b)
(B3)

Since ̃1(J0) is equal to the conditional expected value ∫J0
f s̃( f )df of f on the interval J0, we can rewrite the numerator

of the last expression of 𝜇E − 𝜇E as follows

a(̃2(J0) − (̃1(J0))2) = a ⋅
∫J0

( f − ̃1(J0))2s̃( f )df

The last integral is the conditional variance of the factor f on the interval J0 and therefore it is always greater than zero.
Since a > 0 and the denominator of 𝜇E − 𝜇E is positive from the beginning, this implies that also 𝜇E − 𝜇E itself is larger
than zero.
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