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 A B S T R A C T

Real-world applications, particularly in the medical field, often handle irregular time signals (ITS) with non-
uniform intervals between measurements. These irregularities arise due to missing data, inconsistent sampling 
frequencies, and multi-sensor signals from different sources. Predicting outcomes using ISMTS is complex, 
especially when missing data is involved.

This paper introduces the Binomial Gate LSTM (BigLSTM), a modular Recurrent Neural Network model 
designed to process ISMTS. Built on the LSTM network, BigLSTM integrates techniques for handling irregular 
time intervals and multiple sampling rates by injecting information redundancy. BigLSTM comprises five 
interconnected modules. Four are dedicated to information processing: Information Distribution, Central 
Computing, Predictive, and Time Axis Processing Modules. These modules ensure the redundancy of system, 
making it tolerant to missing data. The fifth module, LSTM Cells On/Off Control, manages the internal 
operations of the network.

BigLSTM was tested on a critical clinical problem: predicting endotracheal obstruction in COVID-19 patients 
in intensive care units using ventilatory signals from 96 patients. BigLSTM achieved a mean validation mean 
squared error (MSE) of 0.028 for patients with obstructions and 0.2 for the entire dataset.

Additionally, we analysed the prediction tendencies of the system, finding an advance trend of 3.87 days 
and a delay trend of 2.15 days for distant predictions (7 days), with shorter intervals for near predictions 
(48 h). BigLSTM provided an obstruction prediction, in the short-term, not earlier than the next 10.64 h, and 
not later than the next 6.8 days, with a confidence percentage of 95%, indicating its effectiveness in handling 
irregular time series data.
1. Introduction

Time series have been widely used in various applications
and models [1], including health care [2–4], social sciences [5,6],
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biology [7], finance and behaviour analysis [8–10], and wherever data 
are measured, calculated or predicted.

Most of these models have assumed that the data associated with 
the time series are uniform and complete. However, when working 
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data mining, AI training, and similar technologies. 
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Fig. 1. ISMTS data relations and perspectives. 
Source: Adapted from Sun C. et al. 2020 [1].
with real-world applications and models, time series observations tend 
to have non-uniform time intervals between successive measurements 
because of (1) time series with missing data due to possible breaks 
in device sensors, interrupted data transmissions, or damaged storage 
devices; (2) sampling devices that cannot maintain a constant sampling 
frequency; and (3) different time series that come from different sources 
with different sampling frequencies.

When we work with multiple time series with irregular sampling 
(ISTS), the data can present not only irregular time intervals between 
the observations of the same series but also different sampling frequen-
cies between different series. Especially in the medical environment, 
where electronic medical records are widely used, it is common to find 
these irregularities; therefore, it is necessary to work with irregularly 
sampled medical time series (ISMTS) [1].

Sun et al. 2020 [1] catalogued the series involved in previous 
situations, identifying two types of relationships between the data that 
formed them: data relationships within a time series (intraseries), and 
data relationships between different time series (interseries).

These authors proposed to address the first of the problems (irregu-
lar intraseries sampling intervals) in two different ways: (1) determine a 
fixed sampling interval that assumes missing data are being produced 
at those points where there are no data, and (2) directly model the 
time series as they are and consider the irregular intervals presented as 
information (see Fig.  1).

The irregularities between series are mainly associated with the 
multiple and different sampling frequencies associated with the differ-
ent time series. There are two ways to approach the multiple sampling 
problem: (1) consider the data as multivariate time series or (2) pro-
cess multiple time series of a single variable separately. In the first 
approach, the variables of different series are aligned in the same 
dimension, and then the problem of missing data is solved. In the 
second approach, different time series are modelled simultaneously, 
and fusion methods are designed between them.

The identification and solution proposals associated with the ir-
regularities of the ISMTS carried out by Sun et al. 2020 [1] can be 
summarized from the following two approaches: (1) an approach based 
2 
on missing data and (2) an approach based on modelling the data, as 
shown in Fig.  1.

In the missing data approach, all-time series are considered to have 
uniform time intervals, and irregular series are treated as having miss-
ing data at those time points where data are not available. This problem 
is usually solved by searching for an adequate level of precision in the 
data imputation process. In the approach based on modelling the raw 
data, the irregular data are used directly, considering that the irregular 
time itself is valuable information that should be used in the modelling 
and processing of the ISMTS.

Therefore, the first of the above approaches includes models that 
can address missing values in the time series and are divided into 
two subcategories: (1) two-step models and (2) end-to-end models. 
Two-step models can ignore or impute the missing values in the data 
to advance to the real process, which engages with data that are 
considered preprocessed (whether or not there is data imputation). 
End-to-end models carry out their process based on the modelling of 
time series with missing data.

The raw data approach works directly with the ISMTS as input. 
There are also two subcategories: (1) models based on irregular time in-
tervals and (2) models based on multiple sampling rates. Models based 
on irregular time intervals model unevenly spaced data directly using 
temporal information from within-run relationships. Models based on 
multiple sampling frequencies can model the interseries relationship by 
considering the overall structure of the ISMTS.

In recent years, there has been a significant increase in the devel-
opment of specialized models and architectures for the prediction and 
treatment of time series with irregular sampling and a high level of 
missing data. Making predictions for an ISMTS with missing data is a 
difficult task. The importance of the temporal variable in the ISMTS 
makes prediction a complicated process compared to other forms of 
data analysis. Ignoring the missing values can destroy the continuity 
of an ISMTS. Replacing the missing values alters the original ISMTS 
and can seriously affect prediction reliability. This complicates the 
methods and mechanisms of prediction evaluation. Among the existing 
techniques that allow prediction models to work with ISMTSs with 
irregular sampling are those applicable in the data preprocessing phase 
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Fig. 2. Functional and modular diagram of BigLSTM.
and those that modify the models, from their structural and operational 
perspective, so that they can work with data that present irregular 
sampling. First, we can highlight the different techniques used to 
make the data present a regular sample, as well as to make it more 
appropriate to how the model in question needs it. The above processes 
include discretization, cutting and interpolation [11–13].

Conventional data imputation methods in the preprocessing phase 
use statistics to fill in the gaps corresponding to such missing data, and 
there are various techniques [14]. There are also fewer conventional 
methods in which specific algorithms are built to calculate the values 
that are used to fill in and condition an ISMTS [15–18]. Among the 
latter, we highlight those that use recurrent neural networks as well 
as computational architectures in the field of image processing using 
DL models to perform pertinent calculations of the missing data in 
question. Among the most commonly used, we highlight the use of 
adversarial generative networks [19,20] and context encoders [21].

In this work, we detail BigLSTM, a recurrent neural network model 
for treating anomalous temporal signals such as those found in an 
ISMTS. The BigLSTM is a modular system that incorporates techniques 
typical of models based on irregular time intervals (modelling the ISTS 
as they are and incorporating an effective mechanism to manage the 
time axis of the observations) and models based on multiple sampling 
rates (by injecting redundancy). From the perspective of the biological 
plausibility of the proposed model, the importance of redundancy in 
the brain has been recognized for different purposes [22], including 
its plastic capacity and for reconstructing input patterns, especially 
in information-lacking environments [23]. Therefore, BigLSTM is an 
architecture with biological plausibility that can capture the long-
term temporal dependencies in ISMTSs. In this work, we analysed the 
performance of BigLSTM by examining a real problem in the clinical 
field: the clinical care of SARS-CoV-2 patients in intensive care units 
(ICUs). We used the BigLSTM model to predict the time at which 
endotracheal obstruction may occur in COVID-19 patients admitted to 
the intensive care unit (ICU) during the first and second waves of this 
disease in Spain.

We organized this work into two main sections, in addition to the 
introduction and conclusions. Section 2 presents the BigLSTM model in 
detail, formalizing all the aspects associated with its modular structure 
and operation. Section 3 presents the application of BigLSTM to a real 
3 
problem in the clinical setting and discusses the results obtained in 
the prediction of endotracheal obstruction in COVID-19 patients in the 
ICU. We end this work with the obtained conclusions and identify the 
methodologies of our future work.

2. BigLSTM

Using the context outlined in the introduction to solve a prediction 
problem in real-world applications, specifically in the health field, 
we propose a deep modular binomial gate long short-term memory 
(BigLSTM) neural architecture, a new computing architecture that is 
tolerant of missing data and able to work with ISMTSs that present 
irregular sampling (Fig.  2). BigLSTM is a deep modular neural ar-
chitecture with a base information processing system comprising a 
long short-term memory (LSTM) neural network. BigLSTM incorporates 
information redundancy injection to predict observations that contain 
a large amount of missing data as an effective mechanism for managing 
time control.

The modular structure of BigLSTM is composed of five intercon-
nected modules, with a specific objective, and works following an 
explicit decomposition scheme of their functions [24]. Four of the 
BigLSTM modules are information processing modules, and the fifth 
module is dedicated to controlling tasks in the internal functioning of 
the network. The function and responsibility of each module, as well 
as its style of information processing and transmission, are explained 
in the following subsections.

A regular time series (TS) is composed of a succession of obser-
vations, which are made with a constant sampling period (T). These 
observations correspond to the values that the study variables take over 
time.

In a context where we are working with time series, we say that 
we are making predictions when we calculate the future values of the 
observations, using the knowledge we have of the historical record of 
the TS.

We define the concepts of observation and prediction in the con-
text of BigLSTM. These will help in the description of the modular 
architecture of BigLSTM.
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Definition 1. An observation (O) is the set of values that take the sig-
nals that are inputs to the system at an instant of time 𝑡𝑖. These signals 
can be basic signs of the problem environment {𝑆𝑗} or prediction signs 
{𝐸𝑘}. Therefore, 𝑂𝑖 = {𝑆0, 𝑆1, 𝑆2,… , 𝑆𝑗 ,… , 𝑆𝑛−1;𝐸0, 𝐸1, 𝐸2,… , 𝐸𝑘,… ,
𝐸𝑚−1; 𝑡𝑖}, where the values that 𝑆𝑗 takes correspond to numbers belong-
ing to R or unknown values (or missing values that are indicated by *), 
𝐸𝑘 are also values belonging to R, and 𝑡𝑖 is the time of observation.

Definition 2. We define a prediction (P) as the set of values that 
are outputs of the system when it is presented with an 𝑂𝑖, which is 
composed only of basic signals from the environment of the problem 
{𝑆𝑗}. Therefore, 𝑃𝑖 = {𝑝0, 𝑝1, 𝑝2,… , 𝑝𝑘,… , 𝑝𝑚−1; 𝑡𝑖}, where 𝑝𝑘 are values 
belonging to R, which correspond to the predictions of the values 𝐸0, 
𝐸1, 𝐸2, . . . , 𝐸𝑘, . . . , 𝐸𝑚−1.

Note that we eliminate the time dependence of {𝑆𝑗}, {𝐸𝑘} and {𝑝𝑘}
to simplify the notation, leaving only that temporary character in the 
subscript 𝑖 associated with 𝑂𝑖, and 𝑃𝑖.

2.1. LSTM

The basic element of BigLSTM is long short-term memory (LSTM). 
LSTM is a recurrent neural network (RNN) architecture that can be 
considered a deep learning architecture; it uses gates as elements that 
modify the data flows between its components. It is used to treat data 
sequences [25].

One can address the problem of gradient propagation instability 
present in recurring networks [26] by using a mechanism that acts as 
a constant error carousel (CEC).

LSTM was initially proposed by Sepp Hochreiter and Jürgen Schmid-
huber [27]. Later, other authors [28–30] added new characteristics, 
forming what is known today as vanilla LSTM. Different versions have 
emerged from the previous version. However, none of these variants 
have significantly improved the standard LSTM architecture [31]. 
The vanilla LSTM version is derived from the original LSTM block 
and consists of three recurring submodules that act as a gate (entry, 
forgetting and exit gates), an entry block, a constant error carousel 
unit (CEC unit), an output activation function, and so-called peephole 
connections [29,30].

Fig.  3a shows a diagram of a counting cell of this version of LSTM. 
Inside the cell, the three gates regulate the flow of the input informa-
tion, the output information, and the state of the cell, the latter having 
a long-term status characteristic of the cell (grey line in Fig.  3a). All 
these gates present the same recurrent dynamics, as shown in Fig.  3b.

The CEC unit can be considered responsible for the state of the cell 
and the final output of the cell. Its dynamics are divided into three 
phases (see Fig.  3c). In the first two phases, the state of the cell is 
processed and stored using feedback connections, and the information 
flows from the entry and forgetting gates. In the third phase, the final 
output of the cell is calculated. LSTM has the ability to remove or add 
information to the cell state. To do this, the flow of information to be 
incorporated into the state of the cell is controlled by the entry gate, 
and information to be eliminated from the state of the cell is controlled 
by the forget gate.

The output of the LSTM cell is generated using the information from 
the new state of the cell, which is modulated by the output activation 
function, to finally be controlled by the output gate.

The output of the LSTM cell is repeatedly connected to the input 
of the LSTM cell, becoming an input to all the gate units, which also 
receive the input information from the network and all of them with 
their own weight groups. The state of the cell, calculated by the CEC 
unit, is also recurrently connected to all the gate units through sight 
glass connections, shown by the dashed lines in Fig.  3.
4 
Fig. 3. (a) LSTM cell. (b) Gate scheme. (c) CEC unit scheme.

Let 𝐱(𝑡) and 𝐲(𝑡) be the input and output vectors at time 𝑡, respec-
tively; the following weight vectors are associated with an LSTM cell 𝑗:
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𝐛𝑖𝑗 ,𝐛

𝑓
𝑗 ,𝐛

𝑜
𝑗 ,𝐛

𝑐
𝑗

weights associated with bias for all units in the cell
𝐩𝑖𝑗 ,𝐩

𝑓
𝑗 ,𝐩

𝑜
𝑗 ,𝐩

𝑐
𝑗

associated weights of peephole connections

(1)

The activation of the gate units of LSTM cell 𝑗 is calculated as follows: 

𝐲𝑖𝑗 (𝑡) = 𝜎𝑖[𝑛𝑒𝑡𝑖𝑗 (𝑡)] (2)

For the inlet hatch, 𝜎𝑖 corresponds to a sigmoidal activation function, 
and 𝑛𝑒𝑡𝑖𝑗 (𝑡) is calculated according to the following expression: 

𝑛𝑒𝑡𝑖𝑗 (𝑡) = 𝐰𝑖
𝑗𝐱(𝑡) + 𝐮𝑖𝑗𝐲(𝑡 − 1) + 𝐛𝑖𝑗 + 𝐩𝑖𝑗𝐜𝑗 (𝑡 − 1) (3)

𝐲𝑓𝑗 (𝑡) = 𝜎𝑓 [𝑛𝑒𝑡
𝑓
𝑗 (𝑡)] (4)

For the floodgate of oblivion, 𝜎𝑓  corresponds to a sigmoidal activation 
function, and 𝑛𝑒𝑡𝑓𝑗 (𝑡) is calculated according to the following expression:

𝑛𝑒𝑡𝑓𝑗 (𝑡) = 𝐰𝑓
𝑗 𝐱(𝑡) + 𝐮𝑓𝑗 𝐲(𝑡 − 1) + 𝐛𝑓𝑗 + 𝐩𝑓𝑗 𝐜𝑗 (𝑡 − 1) (5)

𝐲𝑜(𝑡) = 𝜎 [𝑛𝑒𝑡𝑜(𝑡)] (6)
𝑗 𝑜 𝑗



P. Fernández-López et al. Computers in Biology and Medicine 192 (2025) 110146 
For the exit gate, 𝜎𝑜 corresponds to a sigmoidal activation function, and 
𝑛𝑒𝑡𝑜𝑗 (𝑡) is calculated according to the following expression: 

𝑛𝑒𝑡𝑜𝑗 (𝑡) = 𝐰𝑜
𝑗𝐱(𝑡) + 𝐮𝑜𝑗𝐲(𝑡 − 1) + 𝐛𝑜𝑗 + 𝐩𝑜𝑗𝐜𝑗 (𝑡 − 1) (7)

The state 𝐜𝑗 (𝑡) of the LSTM cell 𝑗 at time 𝑡 is calculated as follows: 

𝐜𝑗 (𝑡) = 𝜎𝑐 [𝑛𝑒𝑡𝑐𝑗 (𝑡)]𝐲
𝑖
𝑗 (𝑡) + 𝐜𝑗 (𝑡 − 1)𝐲𝑓𝑗 (𝑡) (8)

where 𝜎𝑐 corresponds to a hyperbolic tangent activation function and 
𝑛𝑒𝑡𝑐𝑗 (𝑡) is calculated according to the following expression: 

𝑛𝑒𝑡𝑐𝑗 (𝑡) = 𝐰𝑐
𝑗𝐱(𝑡) + 𝐮𝑐𝑗𝐲(𝑡 − 1) + 𝐛𝑐𝑗 (9)

Finally, the output 𝐲𝑗 (𝑡) of LSTM cell 𝑗 at time 𝑡 is calculated as follows:

𝐲𝑗 (𝑡) = 𝜎𝑦[𝐜𝑗 (𝑡)]𝐲𝑜𝑗 (𝑡) (10)

where 𝜎𝑦 corresponds to a hyperbolic tangent activation function [31].
LSTM architectures are typically trained in a supervised manner 

using a descending gradient-based optimization algorithm. Backprop-
agation through time (BPTT) is often used [27,30] to calculate the 
necessary gradients during the optimization process. The use of full 
BPTT has the additional advantage that LSTM gradients can be verified 
using finite differences, which increases the reliability of practical 
implementations [31].

2.2. Information distribution module

An information distribution module (IDM) is formed by a binomial 
configuration of gates and is responsible for receiving the observations 
𝑂𝑖 at each instant of time 𝑡𝑖.

The dynamics of the IDM gates send the 𝑂𝑖, organized in indexed 
observation tracks, to the next computational phase, the central com-
puting module (CCM).

Definition 3. We define an indexed observation Track (IOT) as a set 
of observations 𝑂𝑖 grouped by a gate when all of them share the same 
pattern of no missing data, without losing their temporal reference: 

IOT𝑤 = {(𝑂0, 𝑡0); (𝑂1, 𝑡1); ...; (𝑂𝑖, 𝑡𝑖); ...; (𝑂ℎ, 𝑡ℎ)} (11)

Different IOTs are generated following the BigLSTM information 
redundancy scheme, which is responsible for the 𝑂𝑖 values that make 
up each IOT, as shown in Fig.  4.

Definition 4. The information redundancy scheme (IRS) determines 
the different IOTs and thus the way in which the information reaches 
the different LSTM computing cells of the BigLSTM architecture. The 
IRS is also responsible for the adequate redundancy of information in 
the system so that the prediction system is tolerant of missing data. 
Therefore, the IRS allows for determining the redundancy index with 
which the BigLSTM will work, which is a function of the redundancy 
factor of the observations that are established.

Definition 5. Associated with each observation, we define the obser-
vation’s redundancy factor (ORF) as a parameter that measures the 
information redundancy index produced by the applied IRS. This factor 
will depend on the level of missing data that the observation presents 
and the IRS with which the system is working. Thus, for an IRS with 
maximum redundancy (see Fig.  4a), an 𝑂𝑖 composed of 𝑛 possible 
values of basic signals and where 𝑟 corresponds to missing data, the 
ORF can be expressed as follows: 
ORF(𝑂𝑖) = 2𝑛−𝑟(2𝑟 − 1) (12)

The ORF of an observation 𝑂𝑖 corresponds to the number of com-
putational cells that will process said 𝑂 .
𝑖

5 
Fig. 4. IOT configuration process with an IRS of (a) maximum and (b) minimum 
information redundancy.

The system redundancy factor (SRF), when working with h obser-
vations, is defined according to the following expression: 

SRF({𝑂𝑖}) =
ℎ
∑

𝑖=0
2𝑛−𝑟𝑖 (2𝑟𝑖 − 1) (13)

where 𝑟𝑖 corresponds to the number of missing data points that 𝑂𝑖 has.
We define the IRS with minimal information redundancy when 

the IOTs are configured as follows: if two observations belong to the 
same IOT, both share the same pattern of missing data. Fig.  4a shows 
the IOT configuration process for a case in which there are 3 basic 
signals 𝑆𝑛 (𝑛 = 1, 2 and 3), 1 prediction signal 𝐸𝑚 (𝑚 = 1), and 
an IRS with maximum information redundancy. Fig.  4b shows the 
details of an IOT configuration when BigLSTM works with an IRS with 
minimal redundancy. In this case, we have ORF(𝑂𝑖) = 1, ∀𝑖 and thus an 
SRF({𝑂𝑖}) = ℎ (the latter corresponding to the number of observations).

2.3. Central computing module

The CCM is formed by an array of LSTM cell layers. The inputs to the 
LSTM cells follow a temporal window process in the observations be-
longing to their IOTs. Each LSTM cell processes its corresponding IOT, 
and the set of predictions that the cell learns is in direct correspondence 
with the number of observation windows that have been created.

The objective of each LSTM cell is the association of basic signals 
{𝑆0, 𝑆1, 𝑆2,… , 𝑆𝑗 ,… , 𝑆𝑛}, corresponding to the IOT observations, with 
prediction signals {𝐸0, 𝐸1, 𝐸2,… , 𝐸𝑘,…, 𝐸𝑚} at different instants of 
time 𝑡𝑗 . This parameter is the number of observations in the IOT, 
together with the size of the window, which determines the number of 
predictions per LSTM cell (see Fig.  5). We have already indicated that 
the temporal variable associated with the observations intervenes in the 
association process carried out by each cell. This time information is 
expanded with a set of values calculated expressly to reciprocally locate 
all the observations on said time axis (𝑎𝑧 values at the input of the LSTM 
cell; see Fig.  5). Therefore, the system can work with observations taken 
during irregular sampling periods.

Therefore, the input of an LSTM cell is made up of a set of windows 
of values associated with the basic signals {𝑆 }, the values associated 
𝑗
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Fig. 5. Process of creating observation windows, from a determined IOT formed by 6 
observations, to be the input data to an LSTM cell of the CCM and using 3-time units 
as window sizes.

with the temporality of the previous signals {𝑡𝑖} and {𝑎𝑧}, and the 
values associated with the signals for prediction {𝐸𝑘} (𝐿𝑘 values of the 
label vector; see Fig.  5).

The number of LSTM cells that are necessary in this module depends 
on the IRS that is used and the index of missing data that is included 
in the observations. Likewise, and as we will see in a later section, 
BigLSTM provides control intelligence for turning the cells on and off, 
depending on what they contribute to the predictions.

The learning process of this module is carried out using the LSTM 
algorithm [17,20,26,32], as described in Section 2.1.

The output of this module is an essential part of the system output, 
that is, of the prediction sought. We must bear in mind that, depending 
on the IRS with which we are working, at the same time 𝑡𝑖, there may 
be different output values produced by different LSTM cells associated 
with the same prediction. These output values, which we call partial 
predictions (PP) and follow a strategy of combined predictions, will 
provide the final prediction, that is, the prediction given by BigLSTM. 
This is done by a predictive module (PM). The possible parameters 
of this module, which can be adjusted and/or defined in a specific 
problem, are the number of internal processing units (neurons) of LSTM 
cells and the size of the time window. The latter is related to the size 
of the temporary memory desired in BigLSTM.

2.4. Predictive module

The PM takes the output of the CCM and calculates the final 
prediction of the system {𝑝̂𝑖}, which, together with the prediction of the 
temporal moments {𝑡𝑖} performed by the time axis processing module 
(TAPM; Section 2.6.), forms the output of the system. This module also 
sends information to the LSTM cell on/off control module (Section 2.5), 
depending on the contribution that each of the LSTM cells makes in the 
predictions.

The operating dynamics of this module are conditioned by the 
predictive convergence strategy, which is selected and adjusted by the 
IRS.

Definition 6. We define the predictive convergence strategy (PCS) as a 
function 𝛷 through which all the partial predictions that are generated 
in the LSTM cells are processed to convert them into the final prediction 
associated with an observation.

As we have already mentioned, the LSTM cells that are involved 
in the prediction of an observation depend on the IRS with which 
the IOTs are configured. Thus, with an IRS of minimal redundancy, 
the operational dynamics of the PM are reduced to converting the 
only predictions that the CCM sends into definitive predictions of the 
system. However, when working with an IRS that injects maximum 
redundancy, the predictions sent by the CCM must be processed so that 
they contribute fairly to the definitive predictions of the system.

Therefore, the final predictions calculated by the system depend 
on both the defined PCS (dynamics performed by this module to 
recombine all the partial predictions that have been calculated in 
the CCM; see Fig.  6) and the IRS. Thus, working with an IRS that 
injects maximum redundancy, the predictions sent by the CCM are 
6 
Fig. 6. Predictive convergence strategy (PCS) carried out by the PM module, and the 
diagram and process of switching on/off the different LSTM cells carried out by the 
CM on/off module.

processed to contribute to the final predictions of the system based on 
the following expression of 𝛷: 
𝛷(..., {𝜌𝑘}ℎ,…) = {𝑝̂𝑖} (14)

where {𝜌𝑘}ℎ corresponds to the set of all partial predictions 𝜌𝑘 per-
formed by cell LSTM ℎ and {𝑝̂𝑖} the set of all final predictions, calcu-
lated according to the following expression: 

𝑝̂𝑖 =
∑ORF(𝑂𝑖)

𝑘=0 𝜌𝑘
ORF(𝑂𝑖)

(15)

where 𝑂𝑖 corresponds to observation 𝑖 for which we are calculating its 
prediction, and ORF(𝑂𝑖) corresponds to the redundancy factor of said 
observation.

2.5. LSTM cell on/off control module

The on/off control module (on/off CM) of LSTM cells verifies the 
contribution to the final prediction of each of the LSTM cells. It works 
in coordination with the PM and calculates the difference between the 
partial predictions made by each LSTM cell and the final predictions. 
𝛹 (..., ({𝜌𝑘}ℎ, {𝑝̂𝑘}ℎ)...) = (..., 𝛿ℎ...) (16)

where {𝜌𝑘}ℎ corresponds to the set of all partial predictions 𝜌𝑘 per-
formed by cell LSTM ℎ, {𝑝̂𝑘}ℎ corresponds to the subset of the final 
predictions to which the LSTM cell ℎ contributes, and 𝛹 is the function 
that receives the set of previous tuples from all the LSTM cells of the 
CCM and calculates the difference vector (..., 𝛿ℎ...) according to the 
following expression: 

𝛿ℎ =
√

∑

𝑘
(𝜌𝑘 − 𝑝̂𝑘)2 (17)

Finally, the on/off CM makes the decision to turn off, or keep on, each 
of the LSTM cells of the CCM based on the value taken by the (..., 𝛿ℎ...) in 
relation to the vector of threshold values (..., 𝜂ℎ...), following Eq. (18). 

𝜒(..., 𝛿ℎ,…; ..., 𝜂ℎ,…) =
{ cellℎ off 𝛿ℎ < 𝜂ℎ
cellℎ on 𝛿ℎ ≥ 𝜂ℎ

(18)

Fig.  6 shows the operating diagram of this module. The expressions that 
define its dynamics analyse the importance/relevance of the different 
cells in the calculation of the final predictions made by the system. This 
module analyses these situations and has the ability to cancel the count, 
partially or totally, of the LSTM cells.
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Fig. 7. Predictions of two signals when not working with TAPM (continuous line) and 
when working with TAPM (dashed line).

2.6. Time axis processing module

The time axis processing module (TAPM) is a critically important 
feature in BigLSTM that provides this neural architecture with the 
ability to work with temporal signals with an irregular sampling period.

The TAPM works in parallel with the rest of the modules and 
receives the sequence of times in which the observations have been 
taken. The TAPM predicts the time intervals that are associated with 
the predictions. Therefore, the output values of this module index 
the predictions on the time axis, forming part of the final output of 
BigLSTM, as seen in Eq. (19). 
OUTPUTBigLSTM = {(𝐩̂𝑖, 𝐭̂𝑖)} (19)

Fig.  7 shows how this module conditions the shape of the prediction 
signal. The solid line in the graph represents a signal constructed based 
on the prediction values, where the sampling interval is assumed to 
be regular and constant (although the observations used to make the 
prediction show irregular sampling), and the dotted line in the graph 
represents the same values of the previous predictions but relocated 
on the time axis, as the TAPM module predicts the times associated 
with the observations with which the system has worked. BigLSTM was 
developed in Python 3.10.13 (www.python.org) and uses TensorFlow 
2.10.0 libraries (www.tensorflow.org) and Keras 2.10.0 (www.keras.
io). The BigLSTM source code that we used in all the experiments in 
this article is available for download on GitHub (BigLSTM).

3. BigLSTM for endotracheal obstruction prediction in COVID-19 
patients in the ICU: Development, results and discussions

The modular BigLSTM neural architecture has been tested and vali-
dated with different datasets. In this section, we show the high capacity 
of the BigLSTM model for solving a real clinical problem, namely, 
the prediction of endotracheal obstruction in COVID-19 patients in the 
ICU. Many of these patients are on assisted respiration using invasive 
mechanical ventilation (IMV) devices, and necrotizing trachea bron-
chitis can cause airway obstruction, with necrotic and haemorrhagic 
remnants obstructing the trachea and bronchi. The mortality rate in 
this situation can approach 30% [33]. The information environment 
is plagued by missing data and highly irregular temporal sampling. 
The functional and structural organization of BigLSTM is designed for 
these characteristics, providing an efficient computational solution for 
ISMTSs in ICU environments.

In a study in Germany during 2020 and 2021 [32], of 561,379 
hospitalized COVID-19 patients, 24.54% were admitted to the ICU. 
Hospital mortality was 16.69%, and 33.36% in the ICU group.

Predicting endotracheal obstruction in advance is crucial for patient 
prognoses and preventing deaths and viral transmission. Our proposal 
uses IMV device signals and BigLSTM to predict when endotracheal 
obstruction may occur in COVID-19 patients.
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Table 1
Demographic data and information regarding the length of stay in the ICU.
 Age Weight (kg) Height (cm) BMI ICU (days)  
 62.04 ± 12.72 87.38 ± 20.36 170.9 ± 11.45 29.2 ± 4.33 21.02 ± 16.44 

3.1. Related work

Missing data have a huge impact on the quality of data sets, and thus 
on classification processes, and they can lead to unstable predictions 
and other unpredictable effects. On the other hand, missing data can 
also be generated when processing sampling irregularity in time series 
to convert them into regularly sampled series. There are different 
approaches to address the existence of missing data in time series, 
such as techniques that perform data imputation by substituting the 
missing values with reference statistic values [28]. Such techniques, 
called conventional techniques, are the most commonly used. And 
among them, we can cite those based on: ‘mean imputation’, ‘regression 
imputation’, ‘stochastic regression imputation’, ‘last observation car-
ried forward (LOCF) imputation’, ‘baseline observation carried forward 
(BOCF) imputation’, etc.

Another approach, less conventional and more related to models 
based on neural computing techniques in general and Deep Learning 
in particular, is based on using the raw data, being the neural models 
or architectures those that have the ability to process the missing 
data directly (the BigLSTM is an example of them). In these methods, 
imputation is not necessary to be used. Instead, this irregularity is used 
as additional, and useful, information that requires to be processed.

There are works with different approaches to address the prediction 
of the evolution of clinical pathologies in patients. We present some of 
these works related to our proposal and developments. Li Yan et al. 
2020 [34] used a database of blood samples from COVID-19 patients 
in the Wuhan region (China) to identify predictive biomarkers for 
mortality from the disease. Among the most important, the authors 
identify the following: lactic dehydrogenase (LDH), lymphocyte and 
high-sensitivity C-reactive protein (hs-CRP). A prediction algorithm 
based on the use of XGBoost is used to predict mortality more than 10 
days in advance, achieving an accuracy of more than 90%. This is the 
result of classifying patients as patients who die at 𝑁 days and patients 
who do not die at 𝑁 days. The best results were obtained in the correct 
prediction when 𝑁 is 11.95 days.

Anne Chen et al. 2021 [35] used univariate logistic regression 
models to study and identify the predictive power of the following 7 
variables: lactate dehydrogenase, lymphocytes, procalcitonin, D-dimer, 
C-reactive protein, respiratory rate, and white blood cells, and to con-
struct a predictive model of COVID-19 associated mortality. The data 
used in this work corresponds to data from the medical records of more 
than 1600 patients from Stony Brook University Hospital (New York, 
USA), as well as from Tongji Hospital (Wuhan, China). The performance 
achieved by this predictive model remains below 0.8 (AUC value) until 
4 days before the death of the patients, being 0.7 (AUC value) on day 
10. The scheme used to obtain the above results is again based on 
classifying patients on the basis of those who die at 𝑁 days versus those 
who do not die at 𝑁 days.

Kai Zhou et al. 2021 [36] identified a panel of eleven routine clinical 
factors for the classification of COVID-19 severity prediction using a 
dataset of 144 patients diagnosed in Taizhou hospital (China), and 
where the observations used consist of 124 types of measurements/vari-
ables over 52 days. The Machine Learning (ML) model to predict 
disease progression in a patient, based on ‘severe state’ and ‘non-
severe state’, uses Genetic Algorithms in the feature selection phase, 
identifying the following eleven as the most relevant: oxygenation in-
dex, basophil counts (BASO#), aspartate aminotransferase (AST), gen-
der, magnesium (Mg), gamma-glutamyl transpeptidase (GGT), platelet 
counts, activated partial thromboplastin time (APTT), oxygen satura-
tion (SaO2), body temperature and days of symptom onset. In this 

http://www.python.org
http://www.tensorflow.org
http://www.keras.io
http://www.keras.io
http://www.keras.io
https://github.com/pablo-fernandez-lopez/BigLSTM
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case, the authors do describe the process performed with the data 
with regard to the treatment of missing data, applying a basic data 
imputation mechanism based on the mean value of the characteristic 
for all patients. On the other hand, in the prediction phase, Support 
Vector Machines (SVM) were used, achieving a prediction performance 
of 0.8 (AUC value).

Maryam Seyedtabib et al. 2024 [37] conducted a retrospective 
study in a large hospital in Abadan city (Iran) to identify predictive 
factors associated with COVID-19 mortality in a dataset composed of 
demographic, clinical, comorbid, treatment, baseline vital signs, symp-
tomatic and laboratory test attributes. The authors used different ML 
algorithms to analyse the predictive power of these variables, finding 
the highest scores for age, comorbidities (hypertension, diabetes), spe-
cific treatments (antibiotics, remdesivir, favipiravir, vitamin zinc) and 
clinical indicators (heart rate, respiratory rate, temperature). They also 
identify a great importance of certain specific symptoms (productive 
cough, dyspnea, delirium) in predicting outcomes, as well as laboratory 
values (D-dimer, ESR).

Krishnaraj Chadaga et al. 2024 [38] used ML and deep learning 
(DL) algorithms to classify the severity of COVID-19 patients and 
perform early prediction of COVID-19 severity using clinical and labo-
ratory markers. The dataset in this case is based on 899 patients (599 
non-severe disease stage patients, and 300 severe patients) monitored 
during the months of September to December 2021, in two hospitals 
in Manipal (India). Multiple feature selection algorithms and three 
different types of deep architectures were used to perform the classi-
fication. The most important criteria identified were c-reactive protein, 
basophils, lymphocytes, albumin, D-dimer and neutrophils. The three 
architectures used in the classification were a deep Feed Forward 
network, a one-dimensional Convolutional network and a LSTM type 
network, which achieved a value of 0.97, 0.94 and 0.88 in AUC, 
respectively. The scheme used to obtain the above results is again based 
on classifying patients based on their severity status. Another prediction 
problem similar to the one solved in this work, also applicable to the 
ICU setting and allowing to streamline resource allocation and provide 
personalized interventions for patients, is the one worked by Zhijiang 
Yu et al. 2024 [39] to predict mortality of patients with Sepsis-3. 
Here, various ML tools are used to predict the 30-day mortality rate 
of ICU patients with Sepsis-3 using the MIMIC-III database [40]. In the 
data preparation and preprocessing phase, these authors started from a 
dataset associated with 9118 patients and used a decision tree model 
and entropy analysis to select the final features used, which were also 
contrasted with clinical practitioners. Prediction was performed with 
the Light Gradient Boosting Machine (LightGBM) model, which was 
able to obtain a 0.983 AUC value, again using a prediction scheme that 
classifies patients by virtue of their 30-day mortality.

In contrast to the previous contributions, which are representative 
of the current state of the art in predicting the occurrence of situations 
in COVID-19 patients in the ICU, our BigLSTM model predicts the time 
in which a critical situation, such as an endotracheal obstruction, may 
occur in a patient. To do this we use the following set of signals: Peak 
Pressure, Average Pressure, Plateau Pressure, Compliance and Resis-
tance, which are associated with the patient’s ventilatory mechanics. 
The main output of our system is a numerical prediction of the time 
to elapse until the patient becomes obstructed. This prediction is made 
based on the current functional state of the patient’s respiratory system, 
which is collected in the longitudinal evolution of the previous signals, 
which present very high levels of missing data and irregularity in their 
sampling/capture. Instead of applying data imputation, BigLSTM uses 
an information redundancy injection mechanism. Finally, our results 
are not measured in AUC values but in mean squared error (MSE) 
levels.
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3.2. COVID-19 dataset

Our study was carried out with 96 patients with COVID-19 who 
were hospitalized in the ICU of the Insular University Hospital Complex 
for Mothers and Children (CHUIMI) between March 8, 2020, and 
February 4, 2021. This period covers the first and second waves of 
COVID-19 in Spain.

Table  1 shows patient demographic data, age, weight, height, and 
body mass index (BMI), as well as the length of time they spent in the 
ICU. For such data, the mean and standard deviation (𝑥̄ ± 𝜎) of all the 
patients included in the study were calculated.

The dataset consists of records of the mechanical ventilation signals 
associated with the patients. The mechanical ventilation applies posi-
tive pressure breaths and depends on airway compliance and resistance, 
affecting the pressure needed for a given Tidal Volume (TV) - the air 
volume entering the lung during inhalation [41]. These records corre-
spond to the parameters captured from the IMV devices or calculated on 
the previous devices. The set of records for each parameter corresponds 
to a time series of each captured signal (Ppeak, Pave, Pplat, R and C), 
where:

• Ppeak (Peak Pressure): Maximum pressure at end inspiration, 
including elastic and resistive components. Modified by factors 
like endotracheal tube diameter [42].

• Pave (Average Pressure): Mean value of Ppeak over time.
• Pplat (Plateau Pressure): Measured during an inspiratory pause, 
equal to alveolar pressure when airflow is zero.

• R (Airway Resistance): Difference between Ppeak and Pplat di-
vided by airflow. Normal values do not exceed 15–20 cmH2O/L/s 
under controlled mechanical ventilation [43].

• C (Compliance): Change in volume per unit change in pressure, 
indicating the system’s elastic resistance.

These signals are with irregular sampling and high missing data rates. 
They are accessed by consulting the electronic medical records in the 
PICIS system [44].

The format of these records is a data matrix in which each row 
is an observation for each record in direct correspondence with an 
instant in time and a column for each value measured for each recorded 
ventilatory mechanics signal. An exhaustive analysis of these signals 
together with the CHUIMI clinical team allowed a marking procedure 
to be carried out on the signals to identify the normal areas, the 
pre-obstruction areas and the exact moment in which the obstruction 
occurred in each patient. These results allowed us to identify these 
areas in only 37 of the 96 patients for whom data were available. The 
level of missing data is high in the two waves and is greater in the 
second wave, as shown in Fig.  8. Of the 96 patients, 20 had almost all 
data missing and were excluded from this study (white levels in Fig.  8). 
Another set of patients with high levels of missing data had data only 
for Ppeak signals (Fig.  8). After cleaning, 76 patients remained: 37 with 
obstructions and 39 without (Fig.  8).

The length of time patients spent in the ICU varied significantly, 
with a standard deviation (𝜎) of more than 16 days (Table  1). The 
number of observations per patient showed no correlation with ICU stay 
length, and the sampling period of the observations is highly irregular 
(Fig.  9).

In Fig.  9, several descriptive statistics for patients with obstructions 
quantify the irregular sampling period of the signals. All patients 
showed notable differences in all quartiles and the interquartile range, 
indicating considerable irregularity. The relative position of the median 
suggests non-normal distribution, and the mean and standard deviation 
show considerable variations. Similar statistics for non-obstructed pa-
tients are in Figure A1.1 of Annex 1 (Supplementary Material). Ppeak 
is a key IMV signal and had the most data of all observations for 
the 76 patients. Fig.  10 shows an irregular dispersion for Ppeak in 
patients with obstructions using descriptive statistics. There was also 
a non-normal distribution and a high number of outliers.
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Fig. 8. Level of missing data in the signals associated with ventilatory mechanics (the white colour corresponds to 100% absence of data).
Fig. 9. Descriptive statistics concerning the irregular sampling period of the signals. 
The 1st, 2nd and 3rd quartiles, the interquartile range, the median (blue colour), the 
mean (red colour) and the standard deviation (black colour).

Other signals (Pave, Pplat, R, and C) showed similar statistical 
variations, though some had missing data in many patients. Detailed 
statistics for these signals are in Figures A1.3, A1.4, A1.5, and A1.6 in 
Annex 1 (Supplementary Material), covering both obstructed and non-
obstructed patients. We characterize our dataset with a representation 
9 
of the reference signal, corresponding with the time remaining for the 
patient to produce an obstruction. This must be defined in a way that 
also allows us to analyse the performance of BigLSTM when there are 
patients who have not presented an obstruction. That representation is 
based on the following exponential function: 

𝑓 (𝑥) = 𝑒
1
−𝑥 (20)

Patients who present with obstruction have a reference signal defined 
according to Eq.  (20) (Fig.  11), and patients who do not present with 
obstruction have a constant value of 1 for all observations. The purpose 
of the above is that for patients whose profiles and evolution of IMV 
signals do not converge during obstruction, our system predicts an 
output very close to a value of 1. This means that, by virtue of the 
evolution presented by the patient, the obstruction is very distant in 
time or may never occur.

3.2.1. Alignment of observations
The need to align observations prior to system training is also im-

portant. This alignment involves temporally ordering the observations 
of all patients and calculating all temporal references based on a single 
temporal reference point (TRP). Several ways exist to establish the TRP:

i. The TRP is calculated based on the time at which patients 
entered the ICU.

ii. The TRP is calculated based on the time associated with the 
occurrence of the obstruction.

iii. The TRP is calculated based on the average time to obstruction 
(ATO).

The ATO is a statistical value calculated using all patient evolutions 
with obstruction. Fig.  12 shows the evolution of COVID-19 patients 
from ICU admission until the first obstruction, highlighting differences 
in the duration of each patient’s evolution. These evolutions can be 
characterized by five concepts: moment of entry into the ICU, past 
evolution of the patient (PEP) up to a certain moment, state of the 
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Fig. 10. Characterization of the Ppeak data by median (blue line), mean (red star), 
interquartile range (height box) and data dispersion for all patients with obstruction 
(see Figure A1.2 in Annex 1, Supplementary Material, for patients without obstruction).

Fig. 11. Function used in the normalization and representation of the label signal of 
all patients.

patient at that specific moment (SP), future evolution of the patient 
(FEP), and occurrence of obstruction. Therefore, once trained, BigLSTM 
must be able to implement our system (S), outputting the duration 
of the EFP when the inputs are the EPP and SP at a certain time, 
i.e., S(EPP, SP) = the duration of the EFP, this situation is shown in 
Fig.  13. Calculating the temporal references according to TRP from ii 
is only feasible when the evolution of the patients is fully known. That 
situation is not ever in the real clinical environment, working with 
real ICU patients. Therefore, BigLSTM will be validated and tested (as 
detailed in Section 3.3.) using a TRP calculated as established in points 
i and iii.

3.3. Results and discussions

The performance, effectiveness and sensitivity of the modular re-
current neural architecture, BigLSTM, in predicting the time at which 
an ICU patient will reach endotracheal obstruction, its tendency to 
10 
Fig. 12. Diagram of ICU stays of COVID-19 patients.

advance or delay the prediction, and its sensitivity when working with 
data associated with patients who have presented with obstruction 
and with patients who have not presented with obstruction will be 
evaluated.

Several simulations are carried out for different sizes (15, 30 and 
45 process units) of each LSTM cell that make up the CCM module 
of the BigLSTM architecture, as well as for different sizes of working 
windows of said LSTM cells (15, 30 and 45 values of the signal). As 
a result of the above, it was observed that the best validation MSE 
values were obtained for the following configurations: 15–15, 30–30 
and 45–45 (see 3.3.1 Sensitivity Analysis of the BigLSTM and Annex 
4 in Supplementary Material). In all the simulations, an IRS is used 
that injects the maximum redundancy, and the on/off CM keeps all the 
LSTM cells on. These parameters are used to catalogue the different 
configurations of the BigLSTM model, and the results for configurations 
15–15, 30–30 and 45–45 correspond with the size small, medium and 
large, respectively, of the LSTM cell, and thus of BigLSTM.

All configurations of the BigLSTM model have been set with the 
following configuration of the LSTM cells: internal units in correspon-
dence with the configurations discussed above, ‘‘tanh’’ and ‘‘sigmoid’’ as 
activation and recurrent activation functions respectively, ‘‘glorot_uni-
form’’ and ‘‘orthogonal’’ for kernels and recurrent initializers and no 
dropout level set. An ‘‘adam’’ optimizer has been used in the learning 
process with the following configuration: a learning rate value of 0.001, 
and values of 0.8 and 0.9 for the exponential decay rates for the 
1st and 2nd moments estimates (beta_1 and beta_2 parameters). The 
size of dataset can determine the optimal configuration in which our 
system reaches, in medium and limited terms, effective and reliable 
performance. We are working with a very small dataset, in order to 
mitigate the possible effect of this dataset characteristic we use a 
cross-validation procedure, specifically leave-one-out cross-validation 
(LOOCV) [45], where the work item is the patient (see Figure A2.1 
of Annex 2, Supplementary Material). Working in scenarios where the 
TRP has been established based on the time of admission to the ICU 
and only in patients with obstructions, the BigLSTM has reached high 
quality results as we can see in the Fig.  14. The best validation MSE 
value is 0.058 in epoch 2 for a 15–15 configuration, from which the 
system enters an overfitting regime. This best value is higher than that 
obtained in previous works [46].

The results given by the BigLSTM working with a TRP based on 
ATO were also studied and they were very good results, Fig.  15. In 
that analysis we worked only in patients with obstruction. The values 
achieved in this case (see Fig.  15) are lower than those achieved by 
the system that works with a TRP based on the entry of patients into 
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Fig. 13. Simplified diagram of the evolutions of the patients in ICU aligned according to the moment of time of entry into the ICU and occurrence of the first obstruction. ATO 
= Average time to obstruction.
the ICU, although somewhat higher than what was obtained in our 
previous work, Fernández-López, P. et al. 2021 [46] for a 15–15 A 
better value of 0.028 is achieved for the validation MSE in epoch 9 
and for a 45–45 configuration. The system does not enter an overfitting 
regime. The BigLSTM is also capable to manage patients where the 
obstruction process is very distant in time or does not occur. For that 
BigLSTM must work with the data of all the patients (with and without 
obstruction) in training and validation processes. The evolution of the 
training and validation MSEs through 9 epochs, as shown in Fig.  16, 
allows us to see how all the configurations go into the overfitting 
regime from epoch 1, and the best value of the validation MSE is 
0.09 for a single configuration at 30–30. A more detailed analysis of 
the predictions allows us to conclude that patients without obstruction 
causes a delayed prediction trend in BigLSTM. The second analysis 
carried out with patients without obstruction, the BigLSTM was trained 
just in patients with obstruction, a TRP calculated according to the 
ATO. The validation process was carried out for patients without 
obstruction, Fig.  17. The mean MSE oscillates at approximately 0.20. 
In both analyses carried out with patients without obstruction, the 
main difference between patients who presented with obstruction and 
patients who did not was in the mean duration of the progression of the 
patients in the ICU. The mean duration of evolution in patients with 
obstruction was 11.015 days, while in patients without obstruction, it 
was 47.2 days.

3.3.1. Tendency to advance or delay prediction, and prediction interval
Another aspect that we consider necessary to evaluate and discuss 

in relation to the functioning of our system is related to the tendency 
to advance or delay the prediction that it presents. In addition, it is 
known which of these predominates throughout the predictions made 
by the system since both do not have the same predictive importance. 
A system with a tendency towards delay would present predictions of 
occurrence subsequent to the real event, which is not admissible in 
clinical prediction systems. We believe it is necessary to know how 
these trends evolve since the output of our system in confidence factor 
mode must be able to be calculated from these values/variables.

To do this, we focus on the evolution of these trends on a 10-day 
scale, which corresponds to the approximate average time (according to 
the calculated ATO value) that elapses from when patients are admitted 
to the ICU until the obstruction is presented.
11 
We carry out this analysis by dividing the set of predictions into 
two sets: distant predictions (>3 days) and close predictions (between 
3 days and 0 days). Corresponding to these two types of predictions, 
Figs.  18 and 19 show the evolution of the trend towards the lag (in 
red) and the trend towards the lead (in blue) of the system for a 45–45 
configuration and with a calculated PRT based on an ATO of 11.02 
days. The calculation of these trends is based on the statistical values 
associated with the following error variables:

• errorAnticipation = yPatient - predictedYPatient (calculated when 
yPatient > predictedYPatient),

• errorLag = |yPatient - predictedYPatient|, (calculated when yPa-
tient ≤ predictedYPatient).

where yPatient corresponds to the reference signal (real times until 
the moment of obstruction) and predictedYPatient corresponds to the 
prediction of the system. Fig.  18 shows these trends, in anticipation and 
lag, for the distance predictions. When our system was able to make a 
prediction of 7 days for the obstruction, this prediction (in terms of 
average) tended to increase to 3.87 days, a delay of 2.15 days. The 
above prediction intervals between Days 4.85 (7 − 2.15) and 10.87 (7 
+ 3.87) were established from the moment the prediction was made.

Fig.  19 shows the calculation of these trends when we work with 
close predictions, in such a way that when BigLSTM predicts that the 
time of obstruction is between 48 and 49 h previously, ‘2 days, 00:00:00 
to 2 days, 00:59:59’, the trend towards advancement of BigLSTM is 
circumscribed to the values of 1.88 and 1.13 days, meaning that some 
of the actual obstructions of the patients occurred at most 1.88 days 
after the prediction. On the other hand, the tendency to delay, which 
we consider to be more critical, is between 0.53 and 0.51 days, meaning 
that some of the actual obstructions of the patients occurred 12 h earlier 
than those predicted by BigLSTM. Therefore, when the BigLSTM model 
predicts that the obstruction of patients will occur within 48 h, the 
actual obstruction will occur no earlier than 32 h and no later than 
3.88 days.

Figures A3.1 and A3.2 of Annex 3 (Supplementary Material) show 
the leading and lagging trends that the BigLSTM model commits for 
the two configurations (15–15, 30–30) in addition to the one presented 
in this section, and all of them show that, on average, the network 
never commits delays in the predictions that may be higher than the 
prediction itself.
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Fig. 14. Evolution of the (a) Mean MSE (training and validation) and the (b) standard 
deviation according to epochs when we work with alignment at the entrance to the 
ICU, in patients with obstructions.

The final objective in our predictions corresponds to the calculation 
of a prediction interval, which is a function of the output that the 
network has at a given moment and whose limits can represent, on 
average, the interval of time in which the patient will experience an 
actual obstruction. In this way and taking as an example the results 
that we observe in Fig.  18, we can conclude the following: when the 
network predicts an exit that places the patient’s obstruction within 7 
days, we take as the final exit the interval between 4.85 days and 10.87 
days, meaning that the actual obstruction of the patient may occur no 
earlier than 4.84 days and no later than 10.87 days. This will allow 
us to determine the percentage of patients for whom the obstruction 
occurred within the prediction interval (exit from the network) in real 
time. In such a way, the higher this percentage is for each of the 
study intervals, the better the performance of the network (see Fig.  20). 
Additionally, if we organize the real occurrences of the obstructions of 
the patients around the value predicted by the network, we obtain the 
form (value of their limits) in which the intervals must be obtained 
so that the confidence factor of the prediction is 50%, 75%, 95% 
and 100%, as indicated in the figure. Fig.  20 shows that when the 
network outputs a prediction interval between 4.85 days and 10.87 
days, on average, we can only ensure that we are covering 50% of 
12 
Fig. 15. Evolution of the (a) Mean MSE (training and validation) and the (b) standard 
deviation according to epochs when we work with alignment according to the ATO, in 
patients with obstructions.

the patients. A prediction interval between 4.5 days and 12.3 days 
covered 75% of the patients. It can also be said that, on average, the 
obstruction of the patient will occur no earlier than 4.5 days and no 
later than 12.3 days with a 75% probability. For a percentage of 95%, 
the prediction interval should be between 1.95 days and 13.79 days. 
This same interval also covers 100% of the patients. As has been done 
for the analysis of trends (anticipation and lag) in Fig.  20, we can 
also analyse the appropriate prediction interval for the set of close 
predictions (between 3 days and 0 days). In this regard, we detail 
the configuration of intervals that we obtain when we are 48 h from 
the moment of obstruction in Fig.  21. We focus on the interval of 
the previous 48 to 49 h, and we see that the network predicts with 
95% confidence that the obstructions did not arrive before 0.44 days 
(10.64 h).

3.3.2. Sensitivity analysis of the BigLSTM
The most common methods for dealing with missing observations 

in time signals (missing data imputation methods) generate synthetic 
observations based on the known observations, assuming that the 
statistical model (trends and statistical characteristics) of the existing 
observations is the same as the statistical model of the missing obser-
vations. This assumption implies that the missing data are ignorable 
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Fig. 16. Evolution of the (a) Mean MSE (training and validation) and the (b) standard 
deviation according to epochs when we work with alignment according to the ATO, in 
both types of patients (with and without obstruction).

and that the available data are sufficient to correct for the missing 
data [47].

When the above does not happen, or that knowledge is not avail-
able, van Buuren 2018 [47] identifies two possible strategies: (1) 
extend the data in the imputation model (observations that we do not 
have) in the hope that its statistical scheme will be closer to the scenario 
where the probability of the missing data is completely random (MAR, 
Missing At Random), or (2) formulate and fit a non-ignorable imputa-
tion model and perform a sensitivity analysis of the critical parameters. 
The objective of this sensitivity analysis is to explore the results of our 
model against alternative missing data scenarios [47].

In general terms, the objective of the sensitivity analysis is based on 
quantifying the effects of variations in the environmental variables to 
which the model is subjected on the calculated results [48]. Therefore, 
our objective in this analysis focuses on studying the influence on the 
BigLSTM results of the level of missing data and sampling irregularity, 
both of which are present at very high levels in our set of working 
observations. Such influence is measured based on the MSE values of 
the predictions made by our BigLSTM model. To perform the above, 
all patients who have presented obstruction (first and second wave) 
are used, which are grouped into different analysis zones according 
13 
Fig. 17. Evolution of the (a) Mean MSE and (b) Associated standard deviation 
according to the epochs when we work with alignment according to the ATO, with 
patients without obstruction only for validation.

Fig. 18. Tendencies to lead and lag of the network when making distant predictions. 
The mean values of the errorAnticipation and errorLag variables are shown, as well as 
their maximum and minimum values.
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Fig. 19. Leading and lagging tendencies of the network when making distant predic-
tions. The mean values of the errorAnticipation and errorLag variables are shown, as 
well as their maximum and minimum values.

Fig. 20. Prediction intervals versus percentile distribution of the real time of obstruc-
tion in distant predictions.

Fig. 21. Prediction intervals (close predictions) versus real-time percentile distribution 
of obstruction.
14 
Fig. 22. Sensitivity analysis zones of the BigLSTM model as a function of the 
Missing Data Ratio (MDR) and Irregularity Sampling Ratio (ISR) values. The blue dots 
correspond to values of the missing data and irregular sampling rates presented by the 
patients (the identifier of each patient is shown).

to the value presented by the MDR and ISR indices. Both the MDR 
and ISR have a range of values between 0 (corresponding to 0% 
missing data and minimum irregular sampling in the observations) 
and 1 (corresponding to 100% missing data and the highest irregular 
sampling found in the data). Annex A4 details how to calculate the 
MDR and ISR values associated with patient observations.

The grouping of patients, based on the MDR and ISR values of their 
history of observations, is performed by zones (see Fig.  22), each of 
these corresponding to a validation process of our model, from which 
we obtain the validation and training MSE. The former is taken as a 
quantification of the influence of the level of missing data and sampling 
irregularity on the predictions of our model.

Table  2 shows the validation MSE values for the BigLSTM (working 
with a TRP based on ATO) for all study zones and all inputWidth-
numberLSTMUnits configurations. The number of training epochs has 
been 9 and the validation procedure used has been of the LOOCV type 
where the patient is the main element on which the validation MSE is 
calculated when the model has not been trained with that patient. In 
this table we can see how the configurations with the highest number 
of minimums correspond to configurations 15–15, 30–30 and 45–45. 
Annex A4 shows the details of the training MSE values for each of the 
zones and configurations.

The 15–15, 30–30 and 45–45 configurations show a better perfor-
mance, Table  2, so they are the ones used in our study. Fig.  23 shows 
the validation MSE value as a function of the values taken by the MDR 
and ISR. It allows us to analyse the sensitivity of the BigLSTM model 
as a function of the level of missing data and irregular sampling, and 
the following can be observed:

• The range of MSE values obtained is between 0.028 and 0.089 
in all configurations, with the best value in the zone 𝑍0 (low 
level of missing data and minimum irregular sampling), and the 
worst value in zone 𝑍15 (high level of missing data and minimum 
irregular sampling) of the 45–45 configuration.

• It is observed, when the three configurations are compared, that 
the sensitivity presented by the BigLSTM to the level of missing 
data is greater than to irregular sampling, since as the MDR value 
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Table 2
Validation MSE values for all analysis zones and BigLSTM model configurations. The best values obtained in each zone are highlighted in
bold.
 inputWidth-numberLSTMUnits configurations
 15–15 30–45 30–30 45–30 45–45 15–30 30–15 15–45 45–15  
 𝑍0 0,02871 0.03083 0.02901 0.03217 𝟎.𝟎𝟐𝟖𝟓𝟗 0.03086 0.03069 0.03188 0.03190 
 𝑍1 0.03678 0.03920 0.03795 0.04079 𝟎.𝟎𝟑𝟔𝟎𝟑 0.03918 0.03969 0.03938 0.04216 
 𝑍2 0.04235 0.04581 0.04348 0.04793 𝟎.𝟎𝟒𝟏𝟔𝟐 0.04580 0.04546 0.04533 0.04878 
 𝑍3 0.05062 0.05398 0.05228 0.05600 𝟎.𝟎𝟓𝟎𝟎𝟐 0.05347 0.05115 0.05575 0.05677 
 𝑍4 0.04314 0.04753 0.04358 0.05132 𝟎.𝟎𝟒𝟑𝟎𝟗 0.04754 0.04751 0.05128 0.04989 
 𝑍5 0.05121 0.05590 0.05253 0.05995 𝟎.𝟎𝟓𝟎𝟓𝟑 0.05586 0.05651 0.05877 0.06015 
 𝑍6 0.05865 0.06464 0.06002 0.06847 𝟎.𝟎𝟓𝟕𝟖𝟒 0.06429 0.06395 0.06624 0.06818 
 𝑍7 0.04726 0.05077 𝟎.𝟎𝟒𝟔𝟔𝟕 0.05534 0.04810 0.05161 0.05240 0.05520 0.05383 
 𝑍8 𝟎.𝟎𝟔𝟎𝟓𝟏 0.06571 0.06136 0.06617 0.06076 0.06436 0.06140 0.06780 0.06611 
 𝑍9 𝟎.𝟎𝟔𝟕𝟗𝟒 0.07446 0.06885 0.07469 0.06807 0.07280 0.06884 0.07526 0.07414 
 𝑍10 0.06691 0.07282 0.06882 0.07654 𝟎.𝟎𝟔𝟔𝟐𝟓 0.07197 0.06964 0.07666 0.07617 
 𝑍11 0.07703 0.07614 𝟎.𝟎𝟔𝟔𝟏𝟑 0.06887 0.06633 0.08707 0.06889 0.07667 0.07821 
 𝑍12 0.07274 0.08310 𝟎.𝟎𝟕𝟐𝟒𝟑 0.07413 0.07323 0.07357 0.08505 0.08298 0.07311 
 𝑍13 0.07598 0.03803 0.05712 0.03496 0.07589 0.03632 𝟎.𝟎𝟑𝟒𝟎𝟓 0.03558 0.03539 
 𝑍14 0.08134 0.08755 𝟎.𝟎𝟕𝟕𝟒𝟓 0.08499 0.08308 0.08146 0.08083 0.08690 0.08179 
 𝑍15 0.06071 0.02041 0.06038 0.02190 0.08930 0.02061 0.02139 𝟎.𝟎𝟏𝟗𝟎𝟔 0.02289 
 𝑍16 0.07642 0.01737 0.05668 0.01717 0.08620 0.01711 0.01755 𝟎.𝟎𝟏𝟓𝟑𝟔 0.01779 
 𝑍17 0.06177 0.06689 𝟎.𝟎𝟓𝟕𝟎𝟏 0.06719 0.06339 0.06225 0.06434 0.06669 0.06419 
 𝑍18 0.08031 0.08591 𝟎.𝟎𝟕𝟕𝟒𝟐 0.08684 0.08126 0.08063 0.08163 0.08830 0.08381 
Fig. 23. Validation MSE as a function of MDR and ISR for the 15–15, 30–30 and 45–45 configurations of the BigLSTM model.
grows in the interval [0, 1], the validation MSE value increases in 
a larger range (from 0.02# to 0.08#) than the range of increase 
that occurs when the ISR index grows in the interval [0, 1].

• The largest modification of the validation MSE occurs at high 
values of the MDR (close to 1) and when the network size is 
modified. This influence of the network size on high values of the 
ISR index is due to the treatment of the time axis by the BigLSTM.

3.3.3. Comparative analysis of the BigLSTM with other existing approaches
In this section we present a comparative study of the computational 

solution proposed by us to predict endotracheal obstruction in COVID-
19 patients admitted to the ICU, the BigLSTM, with another Deep 
Learning model, such as a nonlinear autoregressive neural architecture 
with external input, the Nonlinear Autoregressive with Exogenous Input 
(NARX) [49], along with various missing data imputation methods 
(Mean Imputation and Last Observation Carried Forward - LOCF). 
NARX models are a type of artificial neural network used for time-series 
prediction. They incorporate both autoregressive and exogenous inputs 
to forecast future values. NARX models are adept at capturing complex 
dependencies and nonlinear relationships within sequential data [50].

This comparative study performs the same grouping of patients 
by zones that we used in the previous section. Therefore, we com-
pare the results obtained in the validation of our BigLSTM model 
(configurations 15–15, 30–30 and 45–45) for each of these zones, 
with the results obtained with the two NARX MeanImp and NARX 
15 
LOCFImp models configured as follows: 2 input delays, 2 feedback 
delays, Levenberg–Marquardt training algorithm.

The results obtained by the 5 models in relation to the validation 
MSE are shown in Table  3. In it we can see how there are two zones (𝑍0
and 𝑍10) where the lowest value corresponds to the NARX MeanImp 
model, these zones being in direct correspondence with low values (less 
than 0.5) of MDR (see Fig.  24 for the location of the zones). The NARX 
LOCFImp model obtains the best values in zones 𝑍3, 𝑍5, 𝑍6 and 𝑍9 also 
corresponding to MDR values lower than 0.5 and medium-high values 
(higher than 0.33) of ISR.

In the rest of the zones (see Fig.  24), which are mainly associated 
with high MDR values (higher than 0.5), it is the BigLSTM model that 
obtains better mean MSE values, showing the superiority of our model 
for working with missing data, regardless of the value of the sampling 
irregularity in the input signals.

4. Conclusions

In this work, we detail BigLSTM, a recurrent neural network model 
for the treatment of anomalous temporal signals, such as those found in 
ISMTSs. This new architecture has a modular structure and is composed 
of five interconnected modules. Four of these modules are information 
processing modules, and the fifth module is dedicated to controlling 
tasks in the internal functioning of the network. By virtue of the 
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Table 3
Validation MSE values for all comparison zones, and for various data imputation 
methods when using the NARX model, and various configurations when using the 
BigLSTM model.
 Methods

 NARX NARX BigLSTM BigLSTM BigLSTM 
 MeanImp LOCFImp 15–15 30–30 45–45  
 𝑍0 𝟎, 𝟎𝟐𝟕𝟏𝟗 0,02757 0,02871 0.02901 0.02859  
 𝑍1 0,03761 0,04762 0.03678 0.03795 𝟎.𝟎𝟑𝟔𝟎𝟑  
 𝑍2 0,05016 0,04860 0.04235 0.04348 𝟎.𝟎𝟒𝟏𝟔𝟐  
 𝑍3 0,05024 𝟎, 𝟎𝟒𝟖𝟖𝟗 0.05062 0.05228 0.05002  
 𝑍4 0,04789 0,04824 0.04314 0.04358 𝟎.𝟎𝟒𝟑𝟎𝟗  
 𝑍5 0,04831 𝟎, 𝟎𝟒𝟖𝟐𝟗 0.05121 0.05253 0.05053  
 𝑍6 0,04848 𝟎, 𝟎𝟒𝟕𝟖𝟑 0.05865 0.06002 0.05784  
 𝑍7 0,07249 0,07230 0.04726 𝟎.𝟎𝟒𝟔𝟔𝟕 0.04810  
 𝑍8 0,06725 0,06765 𝟎.𝟎𝟔𝟎𝟓𝟏 0.06136 0.06076  
 𝑍9 0,06743 0,0672 0.06794 0.06885 0.06807  
 𝑍10 𝟎, 𝟎𝟒𝟖𝟓𝟕 0,04992 0.06691 0.06882 0.06625  
 𝑍11 0,12534 0,12611 0.07703 𝟎.𝟎𝟔𝟔𝟏𝟑 0.06633  
 𝑍12 0,13012 0,12876 0.07274 𝟎.𝟎𝟕𝟐𝟒𝟑 0.07323  
 𝑍13 0,12489 0,12411 0.07598 𝟎.𝟎𝟓𝟕𝟏𝟐 0.07589  
 𝑍14 0,13023 0,13059 0.08134 𝟎.𝟎𝟕𝟕𝟒𝟓 0.08308  
 𝑍15 0,16318 0,16313 0.06071 𝟎.𝟎𝟔𝟎𝟑𝟖 0.08930  
 𝑍16 0,16796 0,16579 0.07642 𝟎.𝟎𝟓𝟔𝟔𝟖 0.08620  
 𝑍17 0,17330 0,17226 0.06177 𝟎.𝟎𝟓𝟕𝟎𝟏 0.06339  
 𝑍18 0,11136 0,11152 0.08031 𝟎.𝟎𝟕𝟕𝟒𝟐 0.08126  
MeanImp: Mean Imputation, LOCFImp: Last Observation Carried Forward Imputation.

Fig. 24. Zones of analysis of the comparison between models according to the values 
of the MDR and ISR indexes. In each of these zones, the model with the best mean 
MSE value is indicated.

obtained results, we validate the explicit scheme of the function decom-
position methodology, which has led us to use the structure of BigLSTM 
to construct computational prediction systems.

BigLSTM is a model that is based on raw data and allows direct 
operation with an ISMTS as input. Techniques of models based on irreg-
ular time intervals (modelling the ISTS as they are and incorporating 
an effective mechanism to manage the time axis of the observations) 
and models based on multiple sampling rates (through the injection of 
redundancy) are incorporated.

We analysed the performance of BigLSTM in developing a system 
that faces a real problem in the clinical field, such as the prediction 
of the time at which endotracheal obstruction can occur in COVID-19 
16 
patients who are in the ICU. We worked with signals from IMV that 
presented a very high level of missing data and irregular sampling. 
Our dataset consisted of 96 patients hospitalized for COVID-19 in the 
CHUIMI ICU between March 8, 2020, and February 4, 2021. This time 
period covers the first and second waves of COVID-19 in Spain.

To validate the previous system in the previous scenario from the 
computational perspective, a cross-validation procedure of the LOOCV 
type was followed, taking the patient as a basic element of validation.

Various work schemes were designed based on the alignment of the 
records when they were presented to the network, and we obtained 
different prediction models. The best results were obtained when we 
worked with an alignment of the observations centred on an ATO 
of 11.02 days, the latter being calculated based on the patients who 
presented with obstruction and who were involved in the training 
process and validation. The best validation mean MSE value reached 
0.028. This corresponds to a configuration in which we had 45 units in 
each LSTM cell and a window size of 45 observations, and where the pa-
tients who presented with obstruction were included in the validation 
process. The system does not enter an overadjustment regime.

The previous result can be considered promising enough to build 
a system around the said registration alignment scheme (centred on 
an ATO of 11.02 days) for predicting a measurable obstruction. Fur-
thermore, it can give us as a result not only the prediction but also 
the percentage of confidence. However, we must bear in mind that 
these results deteriorate if we also include in our validation process 
the records of the patients who never presented with an obstruction.

In the previous context, a first analysis was carried out where the 
system worked in a training and validation regime with the data of all 
patients (37 with and 39 without obstruction), obtaining a validation 
MSE value of 0.09 for a configuration of 30 units in each LSTM cell and 
for a window size of 30 observations. A second analysis was also carried 
out, where predictions were made for the records of observations 
associated with patients without obstruction, using a network trained 
on patients with obstruction, giving a mean MSE value that fluctuated 
around 0.20.

Using the scheme based on an alignment of the observations centred 
on an ATO of 11.02 days, the leading and lagging trends presented by 
the system were analysed. We found that in our system, when a long-
term forecast was made (7 days before the time of the obstruction), 
the forecast showed (on average) a leading trend of 3.87 days and a 
lagging trend of 2.15 days. The above interval between days 4.85 and 
10.87 from the time of the prediction was established.

If we work with short-term predictions made 48 h before the time at 
which the obstruction may occur, the trend towards advance is limited 
to values between 1.88 and 1.13 days, and the trend towards delay is 
between 0.53 and 0.51 days. Therefore, if our system predicted that the 
patient’s obstruction would occur within 48 h, the actual obstruction 
would have occurred at the earliest in the next 32 h and not after the 
next 93.12 h (3.88 days).

Based on the previous results, we have been able to convert our 
point predictions into a prediction of an interval with a confidence 
percentage associated with it. Thus, to achieve a 50% confidence level 
in the long-term predictions, the network must provide an interval 
that places the obstruction no earlier than the next 4.85 days and no 
later than the next 10.87 days. To achieve a 75% confidence level, 
the network should provide an interval that places the obstruction no 
earlier than the next 4.5 days and no later than the next 12.3 days. 
For short term predictions (48 h before possible occurrence) and to 
achieve a 95% confidence level, the network must provide an interval 
that places the obstruction no earlier than the next 10.64 h and no later 
than the next 6.8 days.

A sensitivity analysis of the BigLSTM model has been carried out 
as a function of the MDR and ISR indices. This analysis has allowed 
us to identify that the best prediction values are obtained when the 
level of missing data is low and the observations have been made with 
a minimum irregular sampling, and that when the designed intelligent 
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system is faced with very high levels of missing data and highly irreg-
ular sampling, its performance is more limited, as it has a validation 
MSE value of up to 0.89. The BigLSTM has a higher sensitivity to the 
level of missing data than to irregular sampling.

Finally, a comparative study was carried out with another deep 
architecture, the nonlinear autoregressive neural architecture with ex-
ternal input (NARX). The results obtained show the superiority of 
our deep neural architecture model, the BigLSTM, for working with 
missing data, regardless of the value of the sampling irregularity in the 
input signals. This is determined by the fact that the BigLSTM model 
achieves better average MSE values than the NARX when working in 
environments with high levels of missing data.

All the above conclusions demonstrate the suitability and goodness 
of the new deep neural architecture, BigLSTM, presented in this work, 
for dealing with irregular time series and with a high level of missing 
data, as well as its absolute applicability in high-risk clinical prediction 
problems.
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