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H I G H L I G H T S G R A P H I C A L A B S T R A C T

• A novel solar-biomass-wind driven pol-
ygeneration system is presented.

• power, process steam, and ammonia are
the productions of the proposed system.

• The machine learning approach is used
to model the system’s performance.

• The optimal payback period of the pro-
posed system is estimated at 3 years.

• The optimal total environmental impact
rate for the system is calculated at 48.98
Pts/hr.
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A B S T R A C T

The increase in greenhouse gases in the world due to the use of fossil fuels and the risk of losing non-renewable
resources are important factors in the expansion of renewable polygeneration systems. The current research
focuses on integrating solar-biomass-wind renewable energies to produce power, process steam, and ammonia
simultaneously. The general operation of the proposed system is that a syngas-solar hybrid boiler is used to
produce steam at two low-pressure and medium-pressure levels. Medium-pressure steam has been used as the
feed of gasification process unit along with air and municipal solid waste. The syngas produced from the gasi-
fication unit is used to supply boiler fuel and ammonia unit feed. Before the ammonia synthesis process, it is
necessary to purify the feed syngas. In this regard, water gas shifting and CO2 capture units have been used for
purification. Next, the purified syngas with nitrogen in the presence of ammonia synthesis reactors are converted
to ammonia. The nitrogen feed needed by the unit is created through a cryogenic air separation unit that supplies
its electricity from wind turbines. A part of the ammonia produced has been used to fuel the downstream power
generation unit. The Brayton open cycle based on ammonia-hydrogen hybrid fuel uses the described ammonia
stream. The hydrogen required by this unit is supplied from the wind PEM electrolyzer. Finally, supercritical
carbon dioxide cycles and organic Rankine cycle have been used to recover heat output from the Brayton cycle.
Geothermal energy has also been used to preheat the organic fluid entering the turbine to increase power.
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Energy, exergy, exergeoeconomic, and exergoenvironmental (4E) analyses, along with sensitivity analysis and
multi-objective optimization using the dragonfly algorithm, were performed. The overall energy efficiency,
exergy efficiency, total cost rate, and environmental impact rate were 31.33 %, 38.53 %, 1.56 $/s, and 14.77
mPts/s, respectively. Three-objective optimization improved energy efficiency by 1.72 % and reduced the total
cost rate by 15.86 %. In optimal operation, the system produces 275.44 tons/day of ammonia, 3.17 kg/s of
steam, and 18.51 MW of power. The payback period was calculated to be 3.29 years, but in real-world scenarios,
it may be longer, so the result should be interpreted cautiously.

Nomenclature

A Area (m2)
AC Air Compressor
ACC Air Cooled Condenser
AF Air to Fuel Ratio
AGT Ammonia Gas Turbine
ANN Artificial Neural Networks
APU Ammonia Production Unit
ASU Air Separation Unit
b Environmental Impact per Exergy (Pts/kJ)
B Environmental Impact (Pts)
C Carbon
c Cost per Exergy ($/kJ)
C Cost ($)
CC Combustion Chamber
Comp Compressor
CRF Cost Recovery Factor
D Diameters
DNI Direct Normal Irradiation (W/m2)
Ex Exergy
ex Specific Exergy (kJ/kg)
F Faraday’s constant (C/mol)
GP Genetic Programming
GT Gas Turbine
h Specific Enthalpy (kJ/kg)
H Hydrogen
HDH Humidification-Dehumidification
HP High Pressure
HX Heat Exchanger
J Current Density (A/m2)
KNN K-Nearest Neighbors
LCA Life Cycle Assessment
LHV Low Heating Value (kJ/kg)
LP Low Pressure
m Mass (kg)
MC Moisture Content
MED Multi-Effect Distillation
MFC Microbial Fuel Cells
ML Machine learning
MSW Municipal Solid Waste
N Nitrogen
n system’s lifespan (years)
N Hour of Working System in a year (hour), Mole
NSGA-II Non-dominated Sorting Genetic Algorithm II
O Oxygen
ORC Organic Rankine Cycle
ORCP Organic Rankine Cycle Pump
ORCT Organic Rankine Cycle Turbine
P Pressure (bar), Pump
PEC Purchasing Equipment Cost ($)
PEM Proton Exchange Membrane

PEMEC PEM electrolyzer
PTC Parabolic Through Collectors
Q Heat (kJ)
R Global Gas Constant (kJ/kmol.K)
RO Reverse Osmosis
s Specific Entropy (kJ/kg.K)
S-CO2 Supercritical CO2
SHX Solar Heat Exchanger
T Temperature (K)
TIP Turbine Inlet Pressure (bar)
TIT Turbine Inlet Temperature (K)
V Velocity (m/s), Volume (m3)
V Overpotential (V)
W Work (kJ)
WGS Water Gas Shifting
WT Wind Turbine
X Mole Fraction
Y Environmental Impact Rate of Equipment(Pts/s)
y Mole Fraction
Z Investment Cost Rate of Equipment ($/s)

Sub Script
0 Reference State
a Ambient, Air, Anode
act Activation
C Compressor
c Cathode
ch chemical
D Destruction
F Fuel
fg flue gas
GF Gasification
in Inlet
k Component
out Outlet
P Product
P Pump
ph Physical
Q Heat
s Surface, Isentropic
SF Solar Field
sg Syngas
T Turbine
u Useful
W Work

Greek Symbols
η Efficiency
ρ Density (kg/m3)
ϕ Maintenance Factor
ψ Exergy Efficiency

M.H. Khoshgoftar Manesh et al. Applied Energy 384 (2025) 125467 

2 



1. Introduction

In the energy sector, there are numerous challenges, including the
rise in fossil fuel prices, diminishing oil production, increasing envi-
ronmental impacts, and global warming [1]. Fossil fuel consumption
elevates greenhouse gas emissions, leading to climate changes that
significantly affect life globally [2]. Fossil fuels not only contribute to air
pollution and respiratory illnesses but also emphasize the growing
reliance on natural gas as a transitional energy source, underscoring the
urgent need for innovative systems that maximize efficiency while
minimizing environmental impacts and accelerating the shift to sus-
tainable renewable energy alternatives [3,4].Improper disposal of waste
and reliance on fossil fuels significantly contribute to environmental
pollution, emphasizing the need for renewable energy systems and
sustainable solutions [5]. Due to its biological characteristics, biofuel
production has been introduced as a significant and sustainable option
for energy supply. Biofuels, derived from organic materials such as
plants and agricultural waste, have emerged as an environmentally
friendly substitute for fossil fuels [6]. Unlike fossil fuels, burning bio-
fuels produces fewer pollutants, thus reducing greenhouse gases and
improving environmental health [7]. In recent decades, there has been
an increasing focus on the use of renewable energies, and with the
continuous growth of this energy industry, this attention can further
escalate.

One notable example of biofuels is ammonia. Ammonia can be
employed as an auxiliary fuel and a substitute for fossil fuels in in-
dustries. The combustion of ammonia produces water and nitrogen,
which are non-polluting by-products, making it a clean fuel. Ammonia,
as a chemical energy carrier, enables the storage of energy produced
from renewable sources such as wind and solar. This storage facilitates a
stable and continuous energy supply during periods of production
fluctuations, thereby enhancing energy security [8]. Additionally, the
production of ammonia and its substitution for fossil fuels can lead to a

reduction in air pollution, as well as the generation of clean energy [9].
Methods of producing ammonia include synthesizing it from natural gas
reforming [10] and producing it using syngas obtained from the gasifi-
cation process [11,12]. Moreover, ammonia can be considered as a
method for hydrogen storage and transportation. Given that hydrogen is
not readily available and its storage is a complex and costly process,
producing ammonia from the reaction of hydrogen and nitrogen is
proposed as an alternative approach [13]. In this regard, Lamb et al.
[14] have suggested ammonia as an effective means for hydrogen
storage and transport. Ezzat et al. [15] introduced a multigeneration
system based on ammonia fuel in their research. This system consists of
two main power sources, namely a hydrogen-ammonia gas turbine cycle
and a solid oxide fuel cell with ammonia. The results justify the effective
use of ammonia as a substitute fuel for fossil fuels. The energy efficiency
and exergy efficiency of this system are 58.78 % and 50.66 %, respec-
tively. This emphasizes ammonia’s potential not only as a clean fuel but
also as a critical component in integrated renewable energy systems.
Other renewable energy-based methods for ammonia production are
presented in Table 1.

Given the numerous advantages that renewable energies offer in the
fields of health, economy, and environment, the utilization of these
energy sources is highly rational and justifiable [21,22]. Although each
renewable energy source brings significant capabilities independently,
integrating these types of energies can significantly improve energy ef-
ficiency and reduce production costs [23,24]. The integration of solar,
biomass, wind, and wave technologies has been shown to reduce
greenhouse gas emissions by up to 93 % in certain configurations [25].
Combining biomass gasification with solar photovoltaic energy has
proven to be an effective solution for providing sustainable electricity in
rural regions [26]. Recent studies emphasize this integration, high-
lighting effective systems for clean energy production [27,28]. This
integration of renewable energies, such as in Power-to-X strategies, has
been shown to significantly reduce CO2 emissions and enhance exergy

Table 1
Comparison of renewable energy-based ammonia production methods.

Method of
Production

Renewable
Energy Source

Method Description Advantages Disadvantages Ref.

Electrolytic
Ammonia
Production

Wind
Solar

This method involves the electrolysis of water to produce hydrogen,
which is then combined with nitrogen to produce ammonia.

- Reduces greenhouse
gas emissions
- Utilizes green
hydrogen
- Compatible with
renewable energy
grids

- Requires hydrogen
storage
- High electrolysis costs

[16]

Biomass-Based
Ammonia
Production

Biomass
In this method, agricultural waste or other biomass sources are
converted to hydrogen and then to ammonia.

- Utilizes agricultural
waste
- Produces sustainable
hydrogen
- Reduces reliance on
fossil fuels

- Lower efficiency
compared to other
methods
- High biomass supply
costs

[17]

Solar Energy
Ammonia
Production

Solar
This method uses solar energy to produce hydrogen through high-
temperature electrolysis in a solid oxide electrolyzer cell (SOEC). The
hydrogen is then combined with nitrogen to synthesize ammonia.

- No reliance on fossil
fuels
- Unlimited solar
energy
- Reduces long-term
energy costs

- Requires extensive land
for solar panels
- Dependent on sunlight

[18]

Wind Energy
Ammonia
Production

Wind
In this method, wind energy is used to generate electricity, and
ammonia is produced and stored as an energy carrier to balance the
intermittent nature of wind energy.

- Utilizes a stable
energy source
- Reduces air pollution
- Enhances energy
diversity

- Production instability
due to wind variability
- High installation and
maintenance costs

[19]

Combined: Solar-
Wind

Wind
Solar

This method integrates wind and solar energy as simultaneous sources
for ammonia production.

- Optimizes the use of
energy resources
- Increases stability
and reliability
- Reduces overall
energy costs

- High installation and
operational costs
- Requires energy storage
systems

[20]
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efficiency [29]. Mousavi Rabeti et al. [30] demonstrated that integrating
solar and biomass renewable energies in a polygeneration system for
power, heat, freshwater, and hydrogen production can be highly effec-
tive. The examination of this system was conducted using municipal
solid waste (MSW) as the biomass source. The results indicated that the
overall energy efficiency and exergy efficiency are 39 % and 32.01 %,
respectively. Furthermore, the integration of renewable energies can
enhance flexibility and increase reliability in product manufacturing.
Hybrid systems combining solar energy with energy storage technolo-
gies have shown significant potential in achieving sustainable fresh-
water production [31,32]. Mehrabian et al. [33] presented a
polygeneration system based on wind, solar, and biomass renewable
energies for producing hydrogen, oxygen, and distilled water. The re-
sults of integrating these renewable energies led to a reduction in
environmental impacts and the production of the required power for
PEM electrolyzer (PEMEC). In a study conducted by Bersalli et al. [34] in
Europe and Latin America, the results indicated that the utilization of
renewable energies can significantly reduce energy production costs.

Khani et al. [35] presented a solar-based polygeneration system. The
proposed system is designed to provide electricity, freshwater, and the
required carbon dioxide for the greenhouse. Results indicate that this
integration increases the efficiency of ORC power generation from 37.3
% to 59.41 %. Numerous studies have been conducted in the field of
renewable energy integration in recent decades to increase energy effi-
ciency, and various solutions have been proposed. Similar multi-
generation systems have been studied in different global regions,
demonstrating economic feasibility in diverse contexts [31].

One of the practical methods for integrating energy systems and
achieving valuable products is through polygeneration and cogenera-
tion systems [36]. These systems can simultaneously produce value-
added products using various energy sources, both renewable and fos-
sil. These systems, when utilizing biogas and methane, demonstrate
improved energy efficiency and environmental performance [37]. They
utilize multiple subsystems, leading to increased energy efficiency,
reduced emissions, cost savings, and decreased thermal losses [38].
Table 2 illustrates recent studies on polygeneration systems that utilize

Table 2
A summary of studies conducted in the field of renewable energy in modern polygeneration systems.

Authors Year Energy sources Products Analysis results Subsystems

Khoshgoftar Manesh et al. [45] 2024
Biomass
Solar
Wind

Power
Freshwater Ammonia

Exergy efficiency = 13.12 %
Energy efficiency = 29.97 %

Hybrid boiler
Ammonia synthesis unit
Hydrogen-ammonia gas cycle
S-CO2 cycle
ORC (R123)
MED
HDH

Ghasemi et al. [46]. 2024 Biomass
Solar

Power
Hydrogen
Freshwater

Exergy efficiency = 32.2 %
Energy efficiency = 38.8 %

Linear Fresnel concentrator -driven solar farm
Gasification
Alkaline water electrolyzer
MED

Khoshgoftar Manesh et al. [47] 2024
Solar
Wind

Power
Freshwater

Exergy efficiency = 4.55 %
Energy efficiency = 22.09 %

ORC (R141B)
Microbial desalination cell (MDC)
HDH
RO

Shariati et al. [48]. 2024
Biomass
Fossil fuel

Cooling load
Hot water
Power

Exergy efficiency = 35 %
Energy efficiency = 78 %

Gasification and combustion chamber
Double-effect absorption chiller
S-CO2 cycle

Mousavi Rabeti et al. [49]. 2023 Solar
Biomass

Power
Freshwater
Heat
Hydrogen
Oxygen
Carbon dioxide Methanol

Exergy efficiency = 23.59 %
Energy efficiency = 29.25 %

Gasification
Kallina cycle
Brayton cycle
Double-pressure steam cycle
RO desalination
MED
MFC
ORC

Hajimohammadi Tabriz et al. [50]. 2023
Urban sewage
Biomass

Power
Hydrogen, Freshwater
Heating

Exergy efficiency = 40.18 %
Energy efficiency = 35.48 %

Brayton cycle
Atmospheric water harvesting
Steam Rankine cycle
ORC
Gasification
Hydrogen production unit

Hashemian and Noorpoor [51] 2022
Biomass
Geothermal

Power
Hydrogen
Oxygen
Freshwater
Cooling
Heating

Exergy efficiency = 16.45 %
Energy efficiency = 58.54 %

Rankine cycle
Dual-effect absorption refrigeration
PEMEC
Biomass combustor
MED

Safder et al. [52]. 2021 Biomass
Power
Freshwater
Cooling

Exergy efficiency = 77.49 %
Energy efficiency = 92.10 %

Brayton cycle
Rankine cycle
Kalina cycle
Ejector refrigeration cycle
MED

Ghasemiasl et al. [53]. 2021 Solar
Fossil fuel

Electricity
Freshwater

Exergy efficiency = 49.64 %
Energy efficiency = 57.36 %

ORC
Brayton cycle
MED
PEMEC

Ehyaei et al. [54]. 2021 Geothermal

Electricity
Potable water
Hydrogen
Cooling energy
Salt

Exergy efficiency = 19.6 %
Energy efficiency = 12.25 %

Goswami cycle
RO
Sodium hypochlorite plant
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different subsystems. As indicated in Table 2, polygeneration systems
can produce products such as freshwater, power, ammonia, cooling, and
hydrogen [4]. The economic and environmental characteristics of these
systems are crucial, making the selection of appropriate subsystems
highly significant. Solar-assisted systems, particularly those that inte-
grate multiple energy sources, demonstrate significant improvements in
both energy efficiency and economic performance [39]. Common sub-
systems include the Brayton cycle, supercritical carbon dioxide cycle (S-
CO2 cycle), organic Rankine cycle (ORC), desalination units, and gasi-
fication units. In the Brayton cycle, fuels such as methane, hydrogen,
biogas, and ammonia can be used for power and heat generation [40].
The goal is to reduce negative environmental impacts from fossil fuels
[41]. The S-CO2 cycle operates using carbon dioxide in a supercritical
state as the working fluid in a closed-loop system. This method offers
advantages over traditional steam-based power cycles, including
increased efficiency and reduced greenhouse gas emissions [42]. Haji-
mohammadi Tabriz et al. [43] introduced a cost-effective polygenera-
tion system based on biomass for hydrogen production from municipal
sewage sludge. Their system includes subsystems such as the Brayton
cycle, water gas shift reaction, biomass conversion, and atmospheric
water harvesting, achieving exergy and energy efficiencies of 38.26 %
and 35.24 %, respectively. Wang et al. [44] proposed a polygeneration
system for recovering waste heat in coal-fired power plants, producing
power, desalinated wastewater, and space cooling. This system com-
prises ORC, Humidification-Dehumidification (HDH), and a desiccant
cooling system. Machine learning (ML) enhances the integration and
analysis of energy systems in polygeneration applications.

Recently, with the increasing efficiency of energy systems, the
application of machine learning (ML) has expanded in this field. This
technology plays a crucial role in improving performance, reducing
costs, and enhancing system flexibility [55]. One significant advantage
of ML is its ability to extract governing relationships within energy
systems. These relationships eliminate the need for complex equations in
system analysis, significantly increasing computation speed. To derive
these governing equations, data related to the energy system under
investigation must be collected. This data typically includes tempera-
ture, pressure, volume, and other relevant thermodynamic variables. To
achieve accurate models, heterogeneous data is filtered out, and ML
algorithms are then employed to create predictive models for the energy
system. The accuracy of these relationships is subsequently measured.
Another application of ML is optimizing energy systems by utilizing
various algorithms [56]. Common algorithms include decision trees,
support vector machines, artificial neural networks (ANN), and more
advanced techniques like convolutional neural networks, which offer
higher accuracy. Khoshgoftar Manesh et al. [57] extracted high-
precision relationships for gasification using thermodynamic data
from municipal solid waste (MSW) gasification. They employed deep
ANN algorithms combined with genetic programming (GP). Gha-
semzadeh et al. [58] introduced a biogas-based power plant optimized
using ML methods and the grey wolf optimization algorithm. Ghande-
hariun et al. [59] successfully predicted the exergy efficiency of their
proposed system using the Backpropagation Neural Network algorithm,
achieving an R-squared value of 0.98, which demonstrates high accu-
racy. It is important to note that ML and energy systems optimization
enable quicker decision-making, leading to increased efficiency.

Given the importance of energy resources, which are limited in
accessibility, along with the need to reduce production costs and envi-
ronmental impacts, optimization in energy systems is an appropriate
solution [60]. This optimization primarily aims to achieve multiple
objectives simultaneously, some of which involve minimizing certain
factors while maximizing others. This approach is referred to as multi-
objective optimization [61]. Objectives can include increasing effi-
ciency, reducing costs, decreasing pollutant emissions, and increasing
product output [62]. Various algorithms are employed for optimization
in energy systems, including the grey wolf optimization algorithm, salp
swarm algorithms, and genetic algorithms [63]. Liu et al. [64]

introduced a polygeneration system for generating cooling, power, and
freshwater, utilizing the non-dominated sorting genetic algorithm II
(NSGA-II) for optimizing system performance. Their results indicated
total output power, cooling capacity, and freshwater production of
273.769 kW, 12.997 kW, and 24.23 g/s, respectively. Mahmoudan et al.
[65] focused on achieving optimal performance by adopting two pa-
rameters: maximum exergy efficiency and minimum total product costs.
Their system included parabolic trough collectors, a Kalina cycle, an
ejector refrigeration system, a thermoelectric generator unit, ORC, and a
PEM electrolyzer for producing cooling load, hydrogen, electricity, and
domestic hot water. Through multi-objective optimization with the
NSGA-II algorithm, they achieved exergy efficiency of 35.2 % and total
product costs of 37.8 $/GJ. Emphasizing the importance of optimizing
energy systems leads to better management of energy resources,
enhancing the efficiency of proposed systems.

Review studies indicate that interest in using renewable energy for
polygeneration systems has increased. Optimizing these systems is
crucial for reducing costs and enhancing efficiency. Some energy sys-
tems require complex mass and energy balance relationships for
modeling, making this process difficult and time-consuming. One
effective approach to analyze these systems is linking specialized com-
mercial software with coding software, facilitating the creation of
optimization problems. A promising solution to this challenge is the use
of machine learning, which has received limited attention from energy
systems researchers. Therefore, in the present work, a novel solar-
biomass-wind polygeneration system is analyzed in terms of energy,
exergy, exergeoeconomic, and exergoenvironmental metrics using ma-
chine learning. The innovative renewable polygeneration system pro-
duces power, ammonia, and process steam. The power generation
components are integrated from wind turbines, Brayton cycle, super-
critical carbon dioxide cycle, and organic Rankine cycle. The application
of machine learning in the gasification unit, ammonia synthesis unit,
and air separation unit has reduced the modeling computation time.
Additionally, the use of AI in optimizing solar cogeneration systems has
resulted in exergy efficiencies of up to 36.44 % and cost rates of 13.76
$/hour [66]. Finally, three-objective and four-objective optimization of
the proposed system has been conducted using the multi-objective
dragonfly algorithm. The modeling and analysis are the results of inte-
grating multiple software for the proposed system, culminating in a
comprehensive code developed in MATLAB software. Integrating
renewable energy systems with advanced technologies like machine
learning further enhances system performance and sustainability [67].
The complexity of the proposed system arises from the necessity to
efficiently utilize both the chemical and thermal energy contained in
syngas while producing multiple valuable outputs, including electricity,
ammonia, and process steam. Syngas derived from biomass serves as a
versatile energy carrier with the potential to be converted into
ammonia—a clean fuel and a widely used industrial product. Further-
more, instead of wasting the thermal energy generated from syngas
combustion, it is recovered through heat recovery cycles such as SCO₂
and ORC, which significantly enhance the overall system efficiency and
minimize energy losses. This approach not only prevents energy waste
but also substantially improves the system’s flexibility and overall per-
formance. The innovations and measures implemented in this work are
as follows:

1. Presentation of a novel solar-biomass-wind polygeneration system
This study proposes a novel renewable-driven polygeneration

system for the production of power, process steam, and ammonia.
The integration of solar energy, biomass, wind, and geothermal en-
ergy is achieved through a solar parabolic trough collector field, an
air-steam gasification section, a wind turbine farm, and a geothermal
heat exchanger, respectively. A solar-syngas hybrid boiler produces
process steam, while an ammonia synthesis unit based on syngas and
nitrogen feeds is used for ammonia production. Power generation is
facilitated by a combination of ammonia-hydrogen Brayton cycle,
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supercritical carbon dioxide cycle, and organic Rankine cycle. Ni-
trogen and hydrogen in the proposed polygeneration system are
generated by an air separation unit and PEM electrolyzer,
respectively.

2. Machine learning application for analyzing sections of the proposed
polygeneration system

A combination of genetic programming and machine learning is
employed to model the gasification section, ammonia synthesis unit,
and air separation unit, increasing the modeling speed of the pro-
posed system.

3. 4E analysis, sensitivity analysis, and multi-objective optimization of
the proposed system

A comprehensive energy, exergy, exergoeconomic, and exer-
goenvironmental (4E) analysis, along with sensitivity analysis, has
been performed for the presented study. Additionally, multi-
objective optimization based on the multi-objective dragonfly algo-
rithm is utilized to enhance the performance of the proposed poly-
generation system.

2. System description

The present work proposes a polygeneration system utilizing
renewable energy sources, including solar, wind, geothermal, and
biomass, to produce ammonia, power, and heat (as process steam). This
system is designed for Tehran, Iran, with geographical coordinates of
51.33◦ E longitude and 35.72◦ N latitude. The average direct normal
irradiance (DNI) and wind speed in this region are 514.05 W/m2 and 4.5
m/s, respectively [68]. The geothermal source provides heat up to a
maximum temperature of 110 ◦C. The biomass used in the gasification
process is municipal solid waste (MSW), with an average production rate
of 2 million tons/year. The input values for modeling the proposed
polygeneration system are presented in Table 3.

The system includes the following subsystems: gasification process,
water gas shift process, CO2 capture, ammonia synthesis, hydrogen-
ammonia gas cycle, supercritical CO2 (S-CO2) cycle, and ORC (R123).
Fig. 1 illustrates a schematic of the designed system. The process begins
with steam generation for the gasification process. For steam generation
at two pressure levels, low pressure (LP) and high pressure (HP), a
hybrid boiler using solar energy and syngas is employed. Water enters
the boiler (stream 2), is preheated by syngas combustion heat, and exits
from stream 4. Solar energy is used to improve steam production effi-
ciency and reduce water latent heat loss. Water exchanges heat at two
levels with parabolic trough collectors (PTC), and LP steam exits from
stream 8 while HP steam exits from stream 16. The LP steam is used as
process steam, and HP steam, along with air and MSW, enters the
gasifier for syngas production. ET-100 model PTCs are used [69]. The
chemical reaction in the gasifier is presented below.

CHαOβNz +wH2O+m(O2 +3.76N2)→x1H2 + x2CO+ x3CO2 + x4H2O
+ x5CH4

(1)

Some of the produced syngas is utilized as fuel in the hybrid boiler,
while the remaining portion (stream 21) enters the expander for power
generation due to its high temperature and pressure. The syngas con-
tains carbon monoxide, carbon dioxide, nitrogen, and hydrogen. To
produce ammonia with high efficiency, syngas must be free of carbon
monoxide and carbon dioxide. Therefore, the syngas is introduced to the
water gas shift (WGS) process to convert CO to CO2 through reaction
with water. To ensure complete conversion of CO to CO₂ and maximize
the efficiency of hydrogen production, the proposed system employs a
two-stage water WGS process. This dual-reactor configuration ensures
that over 99.5 % of the CO is converted, leaving the syngas highly pu-
rified and suitable for downstream ammonia synthesis. The reaction
relevant to the WGS is shown in eq. 2.

CO+H2O⟷CO2 +H2 (2)

Table 3
The main inputs of different parts of the proposed polygeneration system for
modeling.

Parameters Unit Value Parameters Unit Value

Biomass (MSW) [57] PTC
Moisture content % 10 Pinch point of HX ◦C 50
Carbon % 51.03 TTD of HX ◦C 30
Hydrogen % 6.77 PTC outlet pressure bar 3

Oxygen % 39.17
Pressure drop of
PTC % 15

Nitrogen % 2.64
PTC Field 1 parallel
collectors – 7

Steam Boiler
PTC Field 2 parallel
collectors

– 15

Pump isentropic
efficiency

% 80 Expander

Boiler inlet pressure bar 3
Expander outlet
pressure bar 4.50

LP steam outlet bar 2
Expander isentropic
efficiency % 90

Pressure drop in HX % 2 Wind Turbine (WT) [72]
Mass flow rate of LP

steam
Kg/s 5 Average wind speed m/s 4.80

Boiler efficiency % 90 Average WT
installation height

m 10

AFR in boiler – 3.50 Number of WTs – 35
ASU Tower height m 85
Output Nitrogen

pressure
bar 12 Hub height m 80

Output Oxygen
pressure

bar 12 Blade length m 76.60

PEMEC [74] Power coefficient % 44
PEMEC pressure bar 1 Ground surface – 0.15
PEMEC temperature ◦C 80 Hydrogen-Ammonia Gas Cycle [15]
Anode activation

energy
j/
mol 76,000 GT pressure ratio – 13

Cathode activation
energy

j/
mol

18,000 AC isentropic
efficiency

% 90

Anode membrane
water content

1/Ω 14 GT isentropic
efficiency

% 92

Cathode membrane
water content 1/Ω 10 TIT ◦C 1291

Membrane
thickness m

1 ×

10− 4 GT net power MW 15

Anode current
density

A/
m2

1.7 ×

105 S-CO2 Cycle [75]

Cathode current
density

A/
m2

4.6 ×

103
Compressor inlet
temperature

◦C 36.85

Anode exchange
current density

A/
m2

1 ×

10− 5
Compressor inlet
pressure bar 87.20

Cathode exchange
current density

A/
m2 10 TIT ◦C 378.90

ORC [76] TIP bar 273.20

TIT ◦C 123 Turbine isentropic
efficiency

% 90

TIP bar 12.01
Compressor
isentropic
efficiency

% 85

Condenser pressure bar 1.55 HX effectiveness % 60

OFOH pressure bar 5.81 Hot side pressure
drop in HX

bar 0.42

Geothermal inlet
pressure

bar 10 Cold side pressure
drop in HX

bar 1.40

ORCP’s isentropic
efficiency % 75

Pinch temperature
of S-CO2 HX

◦C 20

ORCT’s isentropic
efficiency % 85 Gasification process

HX ΔT ◦C 10 Gasification
pressure

bar 9

Cooling air ΔT ◦C 10 Syngas mass flow
rate

Kg/s 50

Geothermal inlet
temp

◦C 110
AC isentropic
efficiency % 80

ORC-Geothermal
HX ΔT

◦C 10

Geothermal outlet
temperature

◦C 90
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After passing through the WGS reactors, the syngas is free of CO.
Next, CO2 is absorbed in the CO2 capture unit, and nitrogen is injected.
Since the nitrogen content in syngas is insufficient to react with all
available hydrogen for ammonia production, additional nitrogen is
added from the air separation unit (ASU). The enriched gas with nitro-
gen and hydrogen enters the ammonia synthesis stage, where the reac-
tion takes place in two reactors at 350 ◦C and 30 bar with a fractional
conversion of 25 % [70,71]. In the proposed system, the removal of CO
and CO₂ is achieved through a meticulously designed multi-stage pro-
cess to ensure that the syngas meets the stringent purity requirements
for ammonia synthesis. The WGS reactors converts over 99 % of CO into
CO₂, and advanced separation techniques subsequently capture more
than 99.5 % of the CO₂. To address any residual amounts, final purifi-
cation steps utilizing advanced catalytic beds or additional adsorption
techniques are implemented. As clearly stated in the System Description
section, the syngas after these processes is entirely free of CO and CO₂.
This ensures that there is no risk of catalyst poisoning during the
ammonia synthesis process, and the system fully complies with the in-
dustrial standards required for downstream catalytic operations. The
ammonia production reaction is shown in eq. 3.

N2 +3H2 ↔ 2NH3 (3)

High-purity ammonia is separated in the separator. A portion of this

ammonia is stored for economic purposes and backup support, while
another portion is used in the hydrogen-ammonia gas cycle. At this
stage, ammonia, along with hydrogen produced by the proton exchange
membrane electrolyzer (PEMEC), is transferred to the combustion
chamber of the ammonia-hydrogen gas cycle. Hydrogen is added to
increase the lower heating value (LHV) of the fuel. The power required
for PEMEC and ASU operation is supplied by renewable wind energy,
using the LTW77 wind turbine model with a capacity of 1 MW [72]. To
reduce losses and recover heat, the system also utilizes the S-CO2 cycle
and ORC for power generation. The working fluid in the ORC is R123,
while geothermal energy is used in the S-CO2 cycle to provide the
required heat for the cycle. R123 has been selected as the working fluid
in the ORC due to its high thermal efficiency and low global warming
potential (GWP). Its favorable thermodynamic properties allow for
effective operation under the specific conditions of our system. Addi-
tionally, R123’s stability at elevated temperatures enhances the overall
reliability and performance of the energy conversion process. It should
be noted that, the hybrid boiler, which integrates syngas combustion
with solar energy, plays a key role in improving steam production effi-
ciency while reducing energy losses. A critical innovation of the pro-
posed polygeneration system is the integration of the S-CO₂ and ORC
cycles to maximize energy recovery and boost overall efficiency. The S-
CO₂ cycle effectively recovers thermal energy at medium-to-high

Fig. 1. Schematic of polygeneration system based on solar, wind, geothermal and biomass renewable energy to produce ammonia, power and heat.
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temperature levels due to its superior thermodynamic properties, such
as high density and excellent heat transfer capability. In tandem, the
ORC cycle operates efficiently at lower temperatures, ensuring that
waste heat from the Brayton cycle (ammonia-hydrogen combustion) and
the hybrid boiler is fully utilized instead of being lost. This innovative
combination ensures comprehensive heat recovery across all tempera-
ture ranges, significantly improving system performance and addressing
energy losses. Moreover, the design enhances system flexibility by
enabling efficient energy management during peak power demand. The
recovered heat not only increases power generation but also strengthens
the system’s resilience, making it a reliable and sustainable solution for
multi-generation applications.

Assumptions used in the proposed system:

• The system is considered in a steady state, and kinetic and potential
energies are neglected in all streams.

• Adequate time is available for the gasification reaction, so this pro-
cess is assumed to be at equilibrium, and a constant gasification
pressure is considered [73].

• Additionally, the production of tar, char, nitrogen oxides, sulfur,
chlorides, etc., in the syngas products is disregarded [73].

• Heat losses in all heat exchangers are neglected.
• The operating temperature and pressure of the water gas shift (WGS)

reactors are assumed to be 450 ◦C and 14.4 bar, respectively, with a
fractional conversion of 88.2 % [70].

• The temperature and pressure in the PEMEC are assumed to be
constant and equal to 80 ◦C and 1 bar, respectively [74].

In energy systems, mass accumulation is disregarded due to the
inherent nature of these systems, making the assumption of a steady
state logical and correct. Neglecting kinetic and potential energies in the
streams is also logical since their values are small and do not signifi-
cantly impact the system’s performance. Since the objective is to assess
the feasibility of the proposed system, disregarding these parameters
does not introduce major errors.

The gasification process, although kinetic in nature, is often modeled
using an equilibrium assumption for simplicity. Studies by Mousavi
Rabeti et al. [30] have shown that results obtained from this assumption
are comparable to experimental data, with minimal differences. Since
the focus of this work is not on detailed gasification analysis, the equi-
librium assumption is valid [73]. Additionally, by assuming equilibrium,
reaction rate changes are disregarded, and gasification is considered to
occur at constant pressure [73].

The production of minor syngas components such as tar, char, ni-
trogen oxides, sulfur, and chlorides is disregarded for simplicity.
Including these components would require considering their equilib-
rium constants, which is complex and costly. Given their low composi-
tion in the gas mixture, their omission does not significantly affect the
results [73].

Heat loss in the heat exchangers is omitted, which is a common
assumption in energy system analysis. This assumption is valid and does
not significantly affect the outcomes.

The temperature and pressure of the PEMEC are assumed constant at
80 ◦C and 1 bar, which closely matches operational conditions, making
this assumption logical [74]. Avoiding higher temperatures in PEMEC is
due to design limitations and material constraints. This assumption fa-
cilitates comparison between different models and simplifies the
analysis.

3. Governing equation

Energy, exergy, exergoeconomic, and exergoenvironmental (4E)
analyses have been conducted on the proposed system. Furthermore, for
optimization, the multi-objective dragonfly algorithm (MODA) has been
utilized. These analyses were performed using MATLAB software. Fig. 2
illustrates the flowchart of the proposed system analysis process, along

with the application of optimization in the polygeneration system.
For the thermodynamic study of the proposed system, mass and

energy balances have been employed. These balances are derived based
on the first law of thermodynamics, enabling the examination of heat
and power exchanged within the system. The equation corresponding to
the mass and energy balance in a steady state condition is as follows
[60]:

Q̇ − Ẇ =
∑n

i=1
ṁouthout −

∑n

i=1
ṁinhin (4)

∑n

i=1
ṁout =

∑n

i=1
ṁin (5)

In eq. 4, Q̇ represents the rate of heat transfer, Ẇ denotes the rate of
power generation, ṁin and ṁout are the mass flow rates entering and
exiting the control volume, respectively. According to the principle of
state convention, knowing two independent thermodynamic variables
allows the calculation of other thermodynamic variables. For instance,
knowing the temperature and pressure of the exiting flow from a turbine
enables the calculation of its specific enthalpy. In this work, the specific
enthalpy values are calculated using the REFPROP library in MATLAB,
considering the fluid present in each stream.

Alongside mass and energy balances, some equipment requires
additional auxiliary equations for a more comprehensive analysis. This
is because the mass and energy equations consider the system in a closed
state, examining only the input and output streams. To analyze mass
transfer, heat transfer, or other important parameters, additional
auxiliary equations must be considered for each equipment. Other
equations used for the analysis of individual system components, along
with known and unknown parameters, are presented in Appendix
Table A.1.

In the current work, machine learning (ML) has been utilized to
extract the governing relationships for the gasification process, ASU, and
ammonia synthesis. The use of ML in modeling and simulating complex
processes such as gasification and ammonia synthesis has significant
advantages. One of the main advantages of using ML in this area is its
ability to recognize complex patterns and nonlinear relationships in
process data, enabling the creation of highly accurate process models
that facilitate optimization and control.

Initially, simulations or modeling of these systems were performed in
software, and then validation was carried out based on reputable ref-
erences. For each of the systems, repetitive calculations were made to
prepare input data, and using optimization algorithms such as genetic
programming (GP), model parameters were automatically adjusted.
Then, with the utilization of these optimized parameters and artificial
intelligence network algorithms, governing relationships were accu-
rately extracted. This algorithm (GP) manages a population of potential
solutions and optimizes them through operations such as selection,
mutation, and crossover to arrive at better and more optimal solutions.
In the present work, GP has been employed to automatically adjust the
model parameters, which is highly effective both in terms of time and
accuracy and efficiency [77]. It is also worth mentioning that in this
process, data weighting is determined using GP. Data weighting plays a
crucial role in model training, as proper weighting of the data can
improve the model’s performance and prediction accuracy. Fig. 3 il-
lustrates the process of extracting relationships for energy systems using
ML.

In the current study, Aspen Plus software has been employed for
simulating the ASU, and the illuminating ML equations of Noorbakhsh
et al. have been utilized. The extracted relationships are based on a
combination of GP and KNN algorithms [78]. The simulation of the
ammonia synthesis process in Aspen HYSYS software has been con-
ducted based on reference [70], and a combination of GP and ANN has
been utilized for extracting the governing equations. Additionally, the
gasification process modeling has been performed using MATLAB
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software, and its relationships have been extracted using a combination
of GP and Deep ANN [57]. The relevant equations are provided in
Table A.1 in the Appendix.

By analyzing exergy, derived from the second law of thermody-
namics, it is possible to calculate the irreversibilities of an energy sys-
tem. This analysis refers to the quality of energy, whereas energy
analysis emphasizes energy quantity. Therefore, for a deep under-
standing of energy systems, this analysis is essential. Energy systems
comprise three types of exergy: work exergy, heat exergy, and flow
exergy. Eq. 6 represents the exergy balance [79].

ĖxQ +
∑n

i=1
ṁexin =

∑n

i=1
ṁexout + ĖxW + ĖxD (6)

In which ĖxQ, ṁexin, and ṁexout represent the exergy destruction,
exergy inflow, and outflow, respectively. ĖxQ and ĖxW denote the exergy
due to work production or consumption and the exergy due to heat
transfer, respectively. The equations related to these two parameters are
as follows [79].

ĖxW = Ẇ (7)

ĖxQ = Q̇
(

1 −
T0

Ts

)

(8)

Exergy of work is equal to the work done in the system. In eq. 8, Q̇
represents the heat transfer rate, T0 denotes the reference temperature,
and Ts represents the actual temperature.

Exergy of work is defined for systems engaged in work exchange.
Additionally, systems involved in heat transfer possess thermal exergy.
Below, the relationship of solar and wind exergy is mentioned [72,80].

Ėsolar = Q̇solar

(

1 −
4
3

Ta

Tsun
(10 − 0.28lnfdil)

)

(9)

ĖWind =
1
2

ρAV3 (10)

In Eq. 9, Q̇solar represents solar heat, Tsun is the temperature of the sun,
and Ta is the ambient temperature. Additionally, fdil represents the
dilution factor, with a value of 1.3× 10− 5 [81]. In Eq. 10, ρ denotes air
density, A represents the swept area, and V denotes wind velocity [68].

Furthermore, flow exergy arises from the motion of the stream,
comprising physical exergy and chemical exergy. Eq. 11 represents the
physical exergy of each stream [79].

exph = (h − h0) − T0(s − s0) (11)

h, h0, s, and s0 represent the specific enthalpy and entropy in actual
and reference states, respectively.

Additionally, eqs. 12, 13, and 14 denote the chemical exergy of the
mixture components (in the current work, these can refer to syngas,
ammonia-hydrogen combustion gas), the chemical exergy of biomass,
and the chemical exergy of hydrogen, respectively [82,83].

Fig. 2. Schematic of the analysis and optimization process of the proposed polygeneration system.
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exmixch = RT0

∑n

i=1
XilnXi +

∑n

i=1
Xiexchi (12)

exbiomassch = βbiomass × LHVbiomass (13)

exhydrogench = 0.985× LHVhydrogen (14)

Where T0 is the reference temperature, R is the universal gas con-
stant, Xi represents the mole fraction of the i-th component in the
mixture, and exchi denotes the standard molar chemical exergy of the ith
chemical species. βbiomass can be calculated from eq. 15 [84].

βbiomass =

1.0414+ 0.0177
[
H
C

]

− 0.3328
[
O
C

](

1+ 0.0737
[
H
C

])

1 − 0.4021
[
O
C

] (15)

O, C, and H respectively represent the weight fractions of oxygen,
carbon, and hydrogen.

The primary objective in exergy analysis is to determine the irre-
versibility of the system, or in other words, exergy destruction. Exergy
destruction is a crucial metric for assessing the performance of energy
systems, as it quantifies the amount of useful energy that is lost due to
irreversibilities within the process. High levels of exergy destruction
indicate inefficiencies that can be targeted for improvement.

Another method for determining exergy destruction is to analyze all

components and equipment of the system separately and introduce the
fuel exergy and product exergy for each component. This component-
wise analysis allows for identifying specific areas where inefficiencies
arise and enables focused optimization efforts. Eq. 16 expresses exergy
destruction as a function of fuel exergy and product exergy [60].

ĖxD = ĖxF − ĖxP (16)

Additionally, according to eq. 17, exergy efficiency is defined as the
ratio of product exergy to fuel exergy [60].

ψex =
ĖxP
ĖxF

(17)

Exergy efficiency provides insight into how effectively the energy
input is converted into useful work or products. A higher exergy effi-
ciency signifies a more effective system with less exergy destruction,
reflecting better performance and lower environmental impacts. By
evaluating both exergy destruction and exergy efficiency, we can derive
valuable insights into the system’s operational effectiveness and guide
future enhancements.

Exergoeconomic analysis has been conducted to examine the eco-
nomic performance of the proposed system. This analysis provides the
possibility of optimizing processes and systems based on economic costs,
leading to reduced energy consumption, operational costs, and
increased profitability in the system. Eq. 18 illustrates the exer-
goeconomic balance [60].

Fig. 3. The process of extracting the governing relationships of energy systems using ML.
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∑N

i

(
ciĖxi

)

k
+ ĊQ + Żk =

∑N

e

(
ceĖxe

)

k
+ ĊW (18)

In the above equation, Żk and c represent the investment cost rate of
each equipment and the cost stream per unit exergy, respectively. Żk can
be calculated from the following eq. [60].

Żk =
PECkCRFφ
3600N

(19)

φ represents themaintenance factor, which in this work is considered
as 10 %. CRF stands for the cost recovery factor, and its value is taken as
1.06. Moreover,N denotes the system’s lifespan, assumed to be 20 years.
The operating hours of the equipment during one year are assumed to be
3500 h for PTC, 6000 h for wind turbines, and 8000 h for other equip-
ment [85]. Additionally, PEC refers to the equipment purchasing cost of
the system. To calculate the value of PEC, one can directly obtain the
equipment cost from the equipment manufacturer. Another method is to
use equations developed based on thermodynamic parameters. These
equations may not reach the accuracy of the first method, but they are
suitable for a comprehensive feasibility study of the proposed system.
The equations related to equipment costs are mentioned in Table A.2 in
the Appendix.

There are various methods for environmental analysis such as Life
Cycle Assessment (LCA), water footprint, carbon footprint, and more.
Among these analyses, the most comprehensive one is LCA. In this
analysis, the emission of all environmental pollutants, including carbon
dioxide, NOx, SOx, etc., is considered and expressed in points over the
course of one year. This analysis evaluates the adverse environmental
impacts of a product from production and transportation to disposal and
burial and is based on Eco indicator 99, ISO 14040, and ISO 14044
standards [86]. Fig. 4 illustrates the stages of LCA.

Exergoenvironmental analysis has been conducted to examine the
environmental impacts of the proposed system. The exergoenvir-
onmental balance is provided below [85].

∑N

i

(
biĖxi

)

k
+ ḂQ + Ẏk =

∑N

e

(
beĖxe

)

k
+ ḂW (20)

In the above equation, Ẏk and b represent the rate of environmental
impacts of equipment and the environmental impacts of the stream per
unit of exergy, respectively. Ẏk can be calculated using the following eq.
[85,87].

Ẏk =
Weightk × bm,k

3600Nn
(21)

In eq. 21, Weightk represents the weight of the equipment. Addi-
tionally, to obtain the weight of the equipment, two methods can be
employed. The first method involves obtaining the precise weight from
the manufacturer. The second method utilizes equations developed
based on thermodynamic parameters to calculate equipment weight.
The equations related to equipment weight are provided in Table A.2
located in the Appendix. bm,k represents the environmental impacts,
which are calculated per unit mass of the equipment using LCA analysis.
The values related to the environmental impacts of the proposed sys-
tem’s equipment per unit mass can be observed in Table 4.

Furthermore, for the analysis and optimization of the proposed sys-
tem, MATLAB software was utilized. Aspen HYSYS software was
employed for simulating the ammonia synthesis unit, and Aspen Plus
was utilized for simulating the ASU [78]. Python programming was used
for implementing ML algorithms in sections related to ammonia syn-
thesis, ASU, and gasification [57] (Fig. 5). The analyses performed on
the proposed system are as follows:

• Energy analysis
• Exergy analysis
• Exergeoeconomic analysis
• Exergoenvironmental analysis
• Multi-objective optimization.
The results related to modeling and simulation are provided below.

Fig. 4. LCA steps from extraction of raw materials to disposal.
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Table 4
Environmental impacts of each equipment in presented system [49,83,85].

Component Material Composition Eco’ 99 Indicator (mPts/kg) Material (mPts/kg) Process (mPts/kg) Disposal (mPts/kg) Total (mPts/kg)

Compressors Steel 33,33 %
Steel low alloy 44,5 %

Cast iron 22,22 %

86
110
240

130 11.7 − 70.0 71.7

Combustion Chamber
Steel 33,34 %

Steel high alloy 66.66 %
86
910 635 20.0 − 70.0 585

Turbines
Steel 25 %

Steel high alloy 75 %
86
910

704 12.1 − 70.0 646

Pumps Steel 35 %
Cast iron 65 %

86
240

186 16.9 − 70.0 132.8

Gasifier Steel 100 % 86 86 12.1 − 70.0 28.0
Feed water Steel 100 % 86 86 12.1 − 70.0 28.0
Heat Exchangers Steel 100 % 86 86 12.1 − 70.0 28.0

Wind Turbine
Aluminum 80 %

Steel 20 %
780
86 841.2 8.8 − 70.0 780

Collectors Steel 98 %
Glass 2 %

86
58

85 7.3 − 69.0 23.2

Columns Steel 100 % 86 86 12.1 − 70.0 28.0

PEMEC

Steel low alloy 34 %
Steel high alloy 13 %

Concrete 40 %
Electronic material 8 %

Plastic 2 %
Copper 1 %

Aluminum 1 %
Process Material 1 %

110
910
3.8
–

330
1400
780
–

– – – 111.58

Reactors Steel 100 % 86 86 12.1 − 70.0 28.0

Boiler
Steel 25 %

Steel high alloy 75 % 704 12.1 − 70.0 704 646

Fig. 5. The use of different software to check and analyze the presented polygeneration system.
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4. Results

4.1. Modeling validations

The thermodynamic validation of the proposed system, which in-
cludes sections such as the hydrogen-ammonia gas cycle, S-CO2 cycle,
ORC, ammonia synthesis, PEMEC, PTC, wind turbine, and gasification,
has been conducted based on reputable articles. The validation of the
PEM electrolyzer (PEMEC) has been conducted based on previously
published work [83], and the results demonstrate a strong agreement
with experimental data. Similarly, the ammonia synthesis unit has been
simulated using Aspen HYSYS and validated against data from [70],
with an average validation error below 5 %. The gasification process
validation is also based on the study conducted by Mousavi Rabeti et al.
[30], showing minimal differences compared to experimental results.
These validations confirm the reliability of the models used in this study.
The validation of PTC in the study [83], conducted by the authors of this
research, has been previously demonstrated. Furthermore, modeling of
the S-CO2 cycle, ORC, and hydrogen-ammonia gas cycle was performed
using MATLAB software, and then the results were compared and vali-
dated with the articles [15,75,76]. The validation results of this section
can be observed in Table 5 and Table 6. The validations conducted have
been compared with the referenced articles, and their results show the
least error. Therefore, it can be stated that the validations have been
performed correctly and acceptably. The wind turbine modeling has
been carried out in MATLAB software, and the wind turbine model used
is LTW77 [72]. The model validation has been conducted using the
power curve provided by the manufacturer. Fig. 6 illustrates the results
of this validation, indicating its credibility.

4.2. 4E analysis

Energy, exergy, exergoeconomic, and exergoenvironmental analyses
have been employed to investigate the proposed system. Table 7 pre-
sents the results of these analyses for each equipment of the system. It is
observed that the highest exergy destruction rates in the considered
system are attributed, respectively, to the ASU, gasifier, and ammonia
production unit (APU). In addition, the detailed thermodynamic stream
characteristics of the proposed system have been summarized in
Table A.3 in the Appendix for further reference. In the ASU, the deep
cooling process with high energy consumption can lead to increased
irreversibility and consequently, an increase in exergy destruction, cost
destruction, and environmental impact deterioration in this system.
Following the ASU, the majority of exergy destruction is associated with

Table 5
Validation results of S-CO2 cycle, ORC and hydrogen-ammonia gas cycle.

No. Type TRef Tcode Error PRef Pcode Error ṁRef ṁcode Error

ORC (R123) [76]
1 R123 40.00 40.04 0.11 1.55 1.55 0.00 1.45 1.44 0.84
2 R123 40.23 40.25 0.04 5.81 5.81 0.00 1.45 1.44 0.84
3 R123 53.02 55.42 4.52 5.81 5.81 0.00 1.45 1.44 0.84
4 R123 86.94 87.01 0.08 5.81 5.81 0.00 1.78 1.81 1.28
5 R123 87.39 87.45 0.06 12.01 12.01 0.00 1.78 1.81 1.28
6 R123 120.00 123.00 2.50 12.01 12.01 0.00 1.78 1.81 1.28
7 R123 95.96 98.73 2.89 5.81 5.81 0.00 0.33 0.36 9.12
8 R123 62.91 65.42 3.99 5.81 5.81 0.00 1.45 1.44 0.84
9 R123 44.77 43.77 2.22 1.55 1.55 0.00 1.45 1.44 0.84

S-CO2 cycle [75]
1 CO2 378.90 378.90 0.00 273.20 273.20 0.00 29.00 29.04 0.14
2 CO2 260.00 260.05 0.02 88.00 88.04 0.00 29.00 29.04 0.14
3 CO2 86.39 86.19 0.23 87.60 87.62 0.00 29.00 29.04 0.14
4 CO2 36.85 36.85 0.00 87.20 87.20 0.00 29.00 29.04 0.14
5 CO2 79.36 79.27 0.11 276.00 276.00 0.00 29.00 29.04 0.14
6 CO2 191.95 192.08 0.07 274.60 274.60 0.00 29.00 29.04 0.14

Hydrogen-ammonia gas cycle [15]
1 Air 25 25 0.00 1.01 1.01 0.00 7.90 7.95 0.63
2 Air 367.00 392.00 6.81 13.00 13.17 1.31 7.90 7.95 0.63
3 Exhaust gas 1291.00 1291.00 0.00 13.00 13.17 1.31 9.14 9.19 0.55
4 Exhaust gas 693.90 676.10 2.56 1.01 1.01 0.00 9.14 9.19 0.55
5 Ammonia − 33.00 − 33.00 0 1.01 1.01 0.00 1.22 1.23 0.82
6 Hydrogen 100.00 100.00 0 1.01 1.01 0.00 0.014 0.014 0.00

Table 6
Validation results of different parameters for S-CO2 cycle, ORC and hydrogen-
ammonia gas cycle.

Parameters Section Ref. Code Error

Net power output (MW)

ORC (R123) [76]

43.8 43.05 1.70
Total thermal efficiency 0.153 0.151 1.04
Net power generation

(MW)
2.18 2.228 2.20

Heat transfer in
recuperator (MW)

S-CO2 cycle [75]

6.13 6.146 0.26

Heat transfer in
precooler (MW) 5.06 5.062 0.04

Air compressor power
input (MW)

12.897 12.71 0.14

Gas turbine power
output (MW)

Hydrogen-ammonia gas
cycle [15]

2.98 2.79 6.00

Net power output (MW) 9.917 9.917 0.00
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the APU and gasifier units. In these units, various chemical reactors
exist, which may lead to an increase in entropy and consequently exergy
destruction. Moreover, from the definition of exergy destruction, it is
evident that the ratio of fuel exergy to product exergy in these systems is
higher than in other equipment, leading to a decrease in exergy effi-
ciency. Therefore, improving the performance of the proposed system
through optimizing the ASU is highlighted as the most crucial aspect.
Additionally, although exergy destruction in the gasifier and APU is
significant, considering their higher exergy efficiency compared to some
other equipment, they are not prioritized for improvement. PTC and
OFOH are the next priorities for performance enhancement, and

operational conditions and materials of these units should be improved
in the design phase.

In the proposed system, the highest capital investment cost is
attributed to the solar and wind sections of the system. Although the use
of renewable energies has led to a reduction in environmental impacts in
the proposed system, it has also had a significant impact on the capital
investment costs. Among the reasons for this, the materials used in these
equipments can be mentioned, which is expected to improve with
technological advancements in the field of renewable energies in the
future years, leading to a reduction in capital investment costs. The
highest cost destruction is related to the ASU, Boiler, and APU. In these
equipments, exergy destruction and fuel costs per exergy unit are high,
resulting in increased cost destruction.

The highest environmental impacts in the system are attributed to
the S-CO2 turbine (S-CO2T) equipment, primarily due to its high weight.
Another reason is that the significant pressure drop in turbines leads to
environmental effects. Following that, ASU and expander have the
highest environmental impacts, which is also justifiable for similar
reasons. The greatest environmental impact destruction is related to
ASU, APU, and gasifier, which are justifiable for similar reasons as well.
Additionally, it should be noted that due to diverse chemical reactions in
the combustion chamber (CC) and the high environmental effects of fuel
per exergy unit, the environmental impacts of this equipment are also
considerable.

Fig. 7 illustrates the exergy destruction, cost destruction, and envi-
ronmental impact destruction diagrams of the system. As previously
explained, the ASU is more destructive in terms of exergy destruction,
cost destruction, and environmental impact destruction compared to
other sections. Additionally, due to high energy consumption and sig-
nificant losses, the APU exhibits considerable exergy destruction after
the ASU. It is necessary to recover these losses in the system to reduce
exergy destruction. The use of solar energy for the boiler reduces envi-
ronmental impacts for this equipment but increases the cost destruction.
In the ammonia-hydrogen gas cycle, significant exergy destruction, cost

Fig. 6. Validation of the present working wind turbine with the manufacturer’s
power curve.

Table 7
Results of analyses all component used in the proposed polygeneration system.

Component Exergy analysis Exergoeconomic analysis Exergoenvironmental analysis

εk(%) ĖxDk (MW) Żk($/hr) ĊDk ($/hr) Ẏk(mPts/hr) ḂDk (mPts/hr)

Boiler 44.98 17.41 60.08 1027.74 40.13 2530.07
P1 80.00 0.00 0.01 0.00 0.02 0.64
P2 85.34 0.00 0.01 0.00 0.00 0.54
P3 85.34 0.00 0.01 0.00 0.00 0.72

SHX1 76.88 0.98 3.91 111.14 2.00 55.42
SHX2 81.46 1.91 7.33 218.01 3.59 108.71
PTC1 33.97 8.23 480.67 0.00 239.68 0.00
PTC2 33.80 20.19 1175.94 0.00 586.38 0.00
Gasifier 61.55 122.02 26.93 566.94 152.43 14,195.39
Expander 95.32 0.50 7.87 3.87 8524.85 95.59
APU 70.64 108.70 116.16 1066.75 51.50 21,955.95
WT 44.00 15.60 785.75 0.00 1.03 0.00
ASU 33.02 222.22 236.77 14,249.29 9654.68 175,082.06

PEMEC 65.33 1.21 54.45 77.69 35.62 954.55
AC 95.27 0.21 22.65 20.14 14.31 418.47
CC 47.17 26.00 2.39 719.48 914.48 12,619.68
AGT 74.31 4.07 205.44 239.40 6690.15 4352.21

SCO2Hx 73.30 1.33 3.09 78.07 1.60 1419.33
SCO2 T 94.09 0.22 8.94 25.81 21,963.69 1017.06
Rec 81.16 0.40 2.71 47.53 1.42 1872.79

SCO2 C 87.27 0.13 1.83 17.16 63.08 1507.40
Pre-cooler – 1.05 2.35 – 1.24 –
ORC Eva 67.02 0.16 0.83 9.60 0.47 174.56
ORCT 75.36 0.08 1.64 156.00 1110.99 2155.65
HE 76.58 0.00 0.12 5.00 0.08 69.09

ORCP1 94.80 0.00 0.01 0.03 0.01 1.08
OFOH 18.84 0.26 10.91 622.48 2.10 8610.76
ORCP2 79.33 0.00 0.02 0.22 0.03 8.58
Geo Hx 87.82 0.00 0.14 0.02 0.09 0.00
ACC – 0.38 0.05 – 0.02 –
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destruction, and environmental impacts are observed. The reason for
this, as mentioned earlier, is the presence of chemical reactions and the
release of a considerable amount of energy in the CC, which needs
improvement. Wind turbines exhibit considerable exergy destruction,
but their cost destruction and environmental impact destruction are
zero. This indicates that wind farms can be very effective in reducing
costs and environmental impacts.

Table 8 presents the overall results of the analyses conducted on the
proposed system. As evident, the values for Net power generation, Total
exergy destruction, overall polygeneration exergy efficiency, total cost

rate of the polygeneration system, net present value, and total envi-
ronmental impact rate of the polygeneration system are 17.93 MW,
553.31 MW, 38.53 %, 5631.22 $/h, 682.41 Million USD, and 53.16 Pts/
kWh, respectively.

The proposed polygeneration system comprises three main products:
ammonia, power, and heat (process steam). In this study, the current
work has been compared with other similar studies in terms of perfor-
mance, and Table 9 illustrates this comparison. The study by Shamsi
et al. exhibits the highest production rate of ammonia, with a value of
2.085 kg/s compared to other presented works. They were also able to
generate 62.57 MW of power, which is approximately three times the
power generated in the present study. Although their system generates
more power due to the ORC and APU subsystems, the current work has
more subsystems that consume additional power, indicating satisfactory
performance given the higher production rates of other products in the
current study. Additionally, the payback period in this study is compa-
rable to that of Shamsi et al., at around 3 years, indicating a more
economically viable performance of the proposed system considering
the number of equipment used. The proposed system incorporates
ammonia storage, which enhances system reliability and stability by
effectively managing energy availability. Through ammonia production
and storage, the system can convert renewable energy into storable
chemical energy, ensuring continuous energy supply even during pe-
riods of low renewable energy generation. This feature significantly
improves the system’s ability to handle fluctuations inherent in renew-
able sources like solar and wind, thereby providing a reliable and stable
energy output. Furthermore, the stored ammonia can be used to produce
power or serve as an energy backup, thus preventing interruptions in
system performance and enhancing overall efficiency. From an envi-
ronmental perspective, the proposed system in the current study also
utilizes a combination of three renewable energies, providing a more

Fig. 7. (a) Exergy Destruction, (b) cost destruction, and (c) environmental impact destruction contributions of all parts in the proposed polygeneration system.

Table 8
Overall result of 4E analysis of the proposed system.

Parameters Value

Net power generation (MW) 17.93
Net ammonia flow rate production (ton/day) 297.86
Mass flow rate of LP steam generation (kg/s) 5
Mass flow rate of oxygen generation (ton/day) 52.30
Overall polygeneration energy efficiency (%) 31.33
Total exergy destruction (MW) 553.31
Overall polygeneration exergy efficiency (%) 38.53
Total cost rate of polygeneration system ($/h) 5631.22
Total environmental impact rate of polygeneration system (Pts/h) 53.16
Levelized cost of electricity ($/MWh) 0.05
Levelized cost of ammonia production ($/kg) 0.06
Net present value (Million USD) 682.41
Internal Rate of Return (IRR) of the system (%) 30
Levelized environmental impact of electricity (mPts/kWh) 2.79
Levelized environmental impact of ammonia production (mPts/kg) 1.55
MSW mass flow rate consumption (kg/s) 9.38
Geothermal mass flow rate consumption (kg/s) 1.67
Number of wind turbines (model: LTW77) 35
Area of PTC (model: ET-100) in the solar field (Hectares) 13.12
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suitable basis for environmental preservation. Furthermore, it is
observed that in the study by Tukenmez et al., by presenting a system
based on solar and biomass energy, they were able to produce 20 MW of
power. In comparison, the proposed system in the current study has a
heating product with a production of 14.06 MW. However, it is noted
that the ammonia production rate in the present work outperforms all
reported researches. By comparing the present work with the research
conducted by Demir et al., it becomes evident that they have a higher
energy efficiency. However, the reason for this difference lies in the
utilization of various and multiple subsystems in the current study.
Additionally, the incorporation of wind and geothermal energy along
with solar energy significantly impacts energy efficiency. Furthermore,
in the present study, the proposed system also exhibits better perfor-
mance in other comparable parameters. Overall, it is evident that the
system presented in the production section, especially in the production
of ammonia, exhibits the best performance compared to similar systems.
These results demonstrate that the proposed polygeneration system not
only achieves high ammonia production but also maintains competitive
energy and exergy efficiencies, confirming its viability compared to
existing systems. Additionally, despite the utilization of various and
multiple subsystems and the incorporation of three renewable energies
(wind, solar, and geothermal) in the present study, it demonstrates
satisfactory performance both economically and environmentally. It has
appropriate energy and exergy efficiencies and is justified compared to
other studies. The proposed system is particularly well-suited for in-
dustrial and regional applications in areas rich in renewable energy

resources. Specifically designed for Tehran, it capitalizes on the city’s
abundant solar, wind, and biomass potential, while also utilizing sig-
nificant MSW generated in the region. Compared to similar systems (as
highlighted in Table 9), this design offers superior energy efficiency,
reduced environmental impact, and lower operational costs, making it
ideal for real-world applications such as sustainable ammonia produc-
tion in industrial zones and clean energy solutions for urban power
grids. The system’s flexibility and scalability further enhance its prac-
ticality, enabling its deployment across diverse industrial and urban
scenarios, particularly in regions transitioning to renewable and sus-
tainable energy solutions.

4.3. Sensitivity analysis

Sensitivity analysis in polygeneration systems allows for the identi-
fication of the effects of parameter variations on system performance,
leading to a better understanding of system performance. This analysis
enables the identification of parameters that have the greatest impact on
system performance and facilitates necessary optimizations on these
parameters. In this study, contour plots have been utilized for sensitivity
analysis.

In Fig. 8a, variations in polygeneration efficiency concerning
changes in two parameters, TIT Turbine Inlet Temperature (TIT) and
gasification pressure, are illustrated. It is evident that with an increase in
TIT, the polygeneration efficiency rises. The reason behind this is that as
the temperature increases, although fuel consumption rises, it also leads

Table 9
Comparison of the proposed system with similar systems.

Authors Year Energy
sources

Products Energy efficiency
(%)

Exergy efficiency
(%)

Ammonia Heating Total
power

Present study 2024

Wind
Solar

Biomass
Geothermal

Ammonia
Power
Heating

31.33 38.53 3.45 kg/s 14.06 MW 17.93 MW

Shamsi et al. [88]. 2024 Geothermal

Ammonia
Power

Hydrogen
Oxygen

Hot water
Cold water

10.71 50 2.085 kg/s 18.38 MW 62.57 MW

Hajimohammadi Tabriz et al.
[50]. 2023

Biomass
Urban sewage

Heating
Power

Hydrogen
Freshwater

35.48 40.18 –
47.440
MW 17.75 MW

Xing et al. [89]. 2022 Geothermal
Biomass

Heating
Power

Hydrogen
Cooling

79.47 17.87 – 34.13 MW 22.23 MW

Xu et al. [90]. 2021 Biomass
Ammonia
Power 50.95 51.50 1.10 kg/s – 20.71 MW

Tukenmez et al. [18]. 2021
Solar

Biomass

Ammonia
Power

Hydrogen
58.76 55.64 0.33 kg/s – 20 MW

Ansari et al. [91]. 2021 Geothermal

Heating
Power

Hydrogen
Cooling

Freshwater

49.1 67.9 – 4.26 MW 22.1 MW

Demir and Dincer [92] 2021 Solar
Ammonia
Power

Freshwater
70.3 12.1 0.85 kg/s – 17.6 MW

Luqman et al. [93]. 2020 Solar
Wind

Power
Freshwater
Hydrogen
Oxygen
Cooling

Water heating
Hot air

50 34 – – 11.40 MW
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Fig. 8. Investigating the changes of two parameters (a) TIT and gasification pressure as well as two parameters (b) gas turbine net power generation and syngas mass
flow rate on total polygeneration efficiency

Fig. 9. Investigating the changes of two parameters (a) TIT and gasification pressure as well as two parameters (b) gas turbine net power generation and syngas mass
flow rate on total environmental impact rate

Fig. 10. Investigating the changes of two parameters (a) LP steam mass flow rate and syngas mass flow rate as well as two parameters (b) gas turbine net power
generation and syngas mass flow rate on total cost rate
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to an increase in temperature and flue gas flow rate. This increase in
temperature and flow rate can enhance power generation in lower-level
cycles such as ORC and S-CO2 cycles. Additionally, increasing the
gasification pressure elevates the pressure in syngas, reducing pressure
drop in power generation and ammonia synthesis stages, which results
in increased efficiency of the polygeneration system.

Changes in polygeneration efficiency based on variations in two
parameters, gas turbine net power generation, and syngas mass flow
rate, are depicted in Fig. 8b. As evident, with an increase in gas turbine
net power generation, the system efficiency decreases, which could be
attributed to the increased fuel consumption. Additionally, it can be
observed that with an increase in syngas mass flow rate, the system ef-
ficiency remains almost constant with very minimal changes. The reason
for this is that as the flow rate increases, the power generation in the
expander also increases. However, simultaneously, the amount of pro-
duced ammonia, which is the fuel for the gas cycle, also increases. This
process results in negligible overall changes in polygeneration
efficiency.

By examining Fig. 9a, it becomes apparent that as the TIT increases,
the fuel consumption also increases, leading to higher environmental
impacts. Furthermore, the increased fuel consumption results in a higher
volume of flue gas, which could potentially increase the weight of
equipment used in the lower-tier cycles and have significant environ-
mental impacts. Additionally, with an increase in gasification pressure,
the consumption of biomass increases, and the volume and weight of the
gasifier also increase, contributing to higher environmental impacts.
Therefore, to minimize environmental impacts, both TIT and gasifica-
tion pressure should be kept as low as possible.

Based on Fig. 9b, it is evident that reducing the gas turbine net power
generation results in a decrease in the weight of equipment used in the
lower tier cycles due to reduced fuel consumption. This leads to a
reduction in environmental impacts. Additionally, reducing the syngas
mass flow rate decreases the consumption of biomass in the system,
resulting in less equipment weight needed for gas synthesis, further
reducing environmental impacts.

Based on Fig. 10a, it is evident that with an increase in both the
syngas mass flow rate and the LP steammass flow rate, the total cost rate
of the system increases. This is because of the higher consumption of
biomass for steam and syngas production.

As evident from Fig. 10b, the lower the gas turbine net power gen-
eration, the lesser the need for equipment with smaller dimensions and
lower weights, thus reducing system costs, although the changes are not
significant. Furthermore, as previously mentioned, higher syngas mass
flow rate leads to increased biomass consumption in the system,
resulting in an increase in the total cost rate. To minimize costs, it is
advisable to have lower power generation, which, based on previous
analyses, also leads to better efficiency in the system.

4.4. Optimization

Optimization of three- and four-objective functions has been per-
formed using the dragonfly algorithm on the proposed system. The de-
cision variables are presented after sensitivity analysis according to

Table 10. Additionally, the objective functions for optimization are
observable in Table 11.

MODA has evolved based on the collective behavior of dragonflies in
nature. One interesting feature about dragonflies is their unique group
behavior. Dragonflies gather in groups for only two reasons: hunting and
migration. The former is referred to as static (feeding) grouping, and the
latter as dynamic (migration) grouping. In static grouping, dragonflies
form small groups to fly to hunt other insects. Local movements and
sudden changes in flight paths are key features of a static group. How-
ever, in dynamic grouping, a large number of dragonflies gather to
migrate in one direction for long distances.

The main motivation behind the dragonflies algorithm stems from
the behaviors of static and dynamic groups. These two group behaviors
closely resemble the two primary phases of optimization using meta-
heuristics, namely exploration and exploitation. In the static grouping,
dragonflies create subgroups and fly over different areas, which is pri-
marily aimed at the exploration phase. However, in the dynamic
grouping, dragonflies fly in larger groups and in one direction, which
serves the objectives of the exploitation phase [94]. The collective
behavior of dragonflies follows three fundamental principles: separa-
tion, alignment, and cohesion. The primary goal of each group (static
and dynamic) is survival, so dragonfly behavior includes foraging for
food sources and avoiding external threats. Taking these two behaviors
into account, five main factors contribute to the formation of the

Table 10
Selected decision variables for multi-objective optimization of the proposed system.

NO. Symbols Description Unit Total Sensitivity (%) Base case Lower Bound Upper Bound

1 PGF Gasification Pressure bar 28.57 9 5 12
2 ṁsg Syngas Mass Flow rate kg/s 24.10 50 45 55
3 TITGT Gas Turbine Inlet Temperature oC 21.91 1291 1100 1300
4 ẆnetGT Gas Turbine Net Power Generation MW 17.69 15 13 16
5 ṁLPsteam LP Steam Generation kg/s 14.44 5 3 6
6 nWT Number of Wind Turbine – 8.31 35 32 38
7 rpAC Air Compressor Pressure Ratio – 3.95 13 10 15
8 TIPSCO2T SCO2 Turbine Inlet Pressure oC 1.51 27.32 26 28
9 TITORCT ORC Turbine Inlet Temperature oC 1.46 123 122 128

Table 11
Objective functions considered for multi-objective optimization of the proposed
system.

No. Symbols Description Unit

F1(x) ηPoly Polygeneration Efficiency %
F2(x) ĖxDtot

Total Exergy Destruction MW
F3(x) Ċtot Total Cost Rate $/h
F4(x) Ḃtot Total Environmental Impact Rate Pts/h

Table 12
Four-objective and three-objective optimization results of the proposed system.

Type of
parameters

Symbol Base
case

Four objective
optimization

Three objective
optimization

Decision
Variables

PGF 9 7.95 8.65
ṁsg 50 45.13 45.11
TITGT 1291 1190.40 1264.86
ẆnetGT 15 13.00 13.00
ṁLPsteam 5 5.11 3.17
nWT 35 32 32
rpAC 13 11.86 15.00

TIPSCO2T 27.32 28.00 27.56
TITORCT 123 126.83 127.82

Objective
Functions

ηPoly (%) 31.33 30.88 31.69
ĖxDtot (MW) 553.31 525.19 **
Ċtot ($/hr) 5631.22 4989.97 4867.92
Ḃtot (mPts/

hr)
53.16 48.97 49.01
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dragonfly algorithm.
The Firefly algorithm is recognized as a novel algorithm compared to

conventional algorithms. It is an innovative algorithm inspired by the
natural behavior of fireflies in nature. Moreover, this algorithm exhibits
suitable speed and accuracy, as confirmed in the study by Mousavi
Rabeti et al. [49]., where its application for energy systems has been
validated.

Table 12 presents the results of optimizing three and four objectives.
According to this table, in the four-objective optimization scenario, both
the total environmental impact rate and the total cost rate have
improved, while the polygeneration efficiency has decreased compared
to the initial state. The reason for this is that in the current study, the
optimal point is selected as the closest point to the ideal point (as
depicted in Fig. 11), which, according to the objective functions, rep-
resents the most optimal point. In the three-objective optimization, all
objective functions have improved compared to the base case. Addi-
tionally, Fig. 11 illustrates the Pareto charts along with the optimal
point and the ideal point.

The results obtained from the optimization of three and four objec-
tives were evaluated for the overall analysis of the system, and they were
compared with the results without optimization in Table 13. According
to Table 13, it can be observed that the three-objective optimization
yielded better performance for the proposed system, as the improvement

in system parameters compared to the four-objective optimization is
greater. It is noteworthy that the total cost rate, total environmental
impact rate, and MSW mass flow rate have improved by 15.86 %, 7.86
%, and 9.81 %, respectively. This not only indicates better performance
with three-objective optimization but also demonstrates the satisfactory
performance of the particle swarm optimization algorithm.

The results of the 4E analysis after optimization are presented in the
block flow diagram shown in Fig. 12. The energy consumption of the
ASU and CO2 capture process is detailed as follows. The ASU requires
1.38 MW of electricity to produce the nitrogen needed for the ammonia
synthesis process. This value is clearly depicted in the block flow dia-
gram (Fig. 12). The CO2 capture process is integrated within the
ammonia synthesis unit as part of a consolidated package that includes
an expander (generating power from syngas), the WGS process, CO2
capture, and ammonia synthesis. Together, this package achieves a net
power output of 8.85 MW, balancing its internal energy demands. The
CO2 capture process, due to its relatively low energy requirement
compared to the other components, has not been shown separately in the
block flow diagram but remains an essential element of the APU’s
functionality. This integrated approach highlights the system’s design
logic, where each component is synergistically connected to enhance
energy efficiency and process performance. It is also worth mentioning
that the proposed polygeneration system includes dynamic systems such

Fig. 11. Pareto charts (a) polygeneration efficiency and total cost rate and (b) polygeneration efficiency and total environmental impact rate.

Table 13
Multi-objective optimization results for all performance parameters of the proposed polygeneration system.

Parameters Base case Four objective Improvement (%) Three objective Improvement (%)

Net power generation (MW) 17.93 17.26 − 3.74 18.51 3.23
Net ammonia flow rate production (ton/day) 297.86 256.25 − 13.97 275.44 7.53
Mass flow rate of LP steam generation (kg/s) 5 5.11 2.20 3.17 − 36.60
Mass flow rate of oxygen generation (ton/day) 52.30 64.83 23.96 63.74 21.87
Overall polygeneration efficiency (%) 31.33 30.94 − 1.24 31.87 1.72
Total exergy destruction (MW) 553.31 524.36 5.23 514.97 6.93
Overall polygeneration exergy efficiency (%) 38.53 26.26 − 31.85 28.12 − 27.02
Total cost rate of polygeneration system ($/hr) 5631.22 4966.86 11.80 4738.09 15.86
Total environmental impact rate of polygeneration system (Pts/hr) 53.16 48.87 8.07 48.98 7.86
Levelized cost of electricity ($/MWh) 0.05 0.04 20.00 0.04 20.00
Levelized cost of ammonia production ($/kg) 0.06 0.06 0.00 0.06 0.00
Payback Period (year) 3.29 3.26 0.91 2.99 9.12
Net present value (Million USD) 682.41 590.04 − 13.54 644.57 − 5.55
Internal Rate of Return (IRR) of the system (%) 30 30 0.00 30 0.00
Levelized environmental impact of electricity (mPts/kWh) 2.79 2.67 4.30 2.49 10.75
Levelized environmental impact of ammonia production (mPts/kg) 1.55 1.64 5.81 1.55 0.00
MSW mass flow rate consumption (kg/s) 9.38 8.47 9.70 8.46 9.81
Geothermal mass flow rate consumption (kg/s) 1.67 1.58 5.39 1.43 14.37
Number of wind turbines (model: LTW77) 35 32 8.57 32 8.57
Area of PTC (model: ET-100) in the solar field (Hectares) 13.12 12.26 6.55 10.80 17.68

M.H. Khoshgoftar Manesh et al. Applied Energy 384 (2025) 125467 

19 



as PTC and wind turbines, and the system may experience instability in
product generation due to weather fluctuations. Several solutions exist
to address this issue. One approach is to incorporate storage systems into
the proposed system. This involves storing energy during peak energy
times and utilizing it during energy scarcity periods. For the solar part of
the system, phase change materials (PCM) can be employed, while
battery storage systems can be utilized for the wind part of the system.
Another approach is to design the system considering dynamic analysis.
For instance, the wind section of the system can be designed based on
the minimum wind speed, and by setting a reliability coefficient, the
number of wind turbines can be increased to ensure that the system
operates smoothly even during low wind conditions (this approach has
been considered for the proposed system). Additionally, for the solar
part, measures can be taken to allow the system to continue operating
independently of this component. As evident from the system schematic,
in the present work, the boiler can operate without PTC, and when solar
radiation is inadequate, the system can continue functioning by
reducing the production of LP steam and increasing the amount of fuel
consumed in the boiler. From a developmental perspective, since con-
ventional subsystems such as PEMEC, ASU, ORC, etc., have been utilized
in the proposed system, the development of the proposed system does
not pose any specific complexities. Although some units like PEMEC and
ASU entail numerous equipment and occupy substantial space, they are

fully industrialized and operational, capable of playing a significant role
in the system. Moreover, while the maintenance and repair of these
systems may present challenges, advancements in technology in this
field have significantly reduced the need for maintenance and repair.
For example, in PEMEC, membranes have improved, and materials used
to reduce corrosion and rust in equipment such as boilers have
advanced, indicating an improvement in the performance and lifespan
of these equipments for use in similar systems.

5. Conclusion

The present work evaluates the design of a novel solar-biomass-wind
driven polygeneration system to produce power, process steam, and
ammonia from the point of view of energy, exergy, exergeoeconomic,
and exergoenvironmental analyses. The innovative nature of this system
lies in its integration of multiple renewable energy sources, which en-
hances overall performance and sustainability. Process steam was pro-
duced using a solar-syngas hybrid boiler. Ammonia in the system was
created from syngas and nitrogen feeds that are produced from the
gasification unit and the air separation unit, respectively. Water gas
shifting and CO2 capture processes were considered to purify the syngas
feed of the ammonia synthesis unit. Power generation in the system was
created by integrating the ammonia-hydrogen cycle, supercritical

Fig. 12. Block flow diagram of the proposed polygeneration system
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carbon dioxide cycle, and organic Rankine cycle. Wind energy has been
used to generate power for the air separation unit and PEM electrolyzer.
Geothermal energy was used to preheat the organic fluid entering the
turbine in the organic Rankine cycle. Biomass energy was used to supply
syngas in the gasification unit with air and steam agents. Solar energy
has created part of the process steam heat through parabolic trough
collectors.

To model the proposed system from the point of view of energy, the
application of machine learning in combination with genetic program-
ming has been used in the gasification unit, ammonia synthesis unit, and
air separation unit, representing a significant advancement in modeling
efficiency. Finally, the four and three-objective optimization of the
proposed system has been done using the dragonfly algorithm. The re-
sults of the whole system showed that the overall energy efficiency,
overall exergy efficiency, total cost rate, and total environmental impact
rate are 31.33 %, 38.53 %, 1.56 $/s, and 14.77 mPts/s, respectively.
Ammonia, process steam, and net power production of the whole system
were calculated in optimal state 275.44 tons/day, 3.17 kg/s, and 18.51
MW. The payback period of the optimal system was also evaluated as
2.99 years.

Other important results obtained from the analysis of the system are
presented as follows:

• Among the used sections, the air separation unit has more destruc-
tion and irreversibility.

• The investment cost rate of the solar section is higher than other used
units.

• The S-CO2 turbine has created the greatest environmental impact
compared to other equipment.

• The net present value of the whole system is calculated at 682.41
million USD.

• Levelized cost of electricity of the presented system is 0.05 $/kWh.
• The three-objective optimization has created a better improvement

for the polygeneration system.
• The three-objective optimization of the system improved overall

energy efficiency and total cost rate by 1.72 % and 15.86 %,
respectively.

• Gasification pressure is the most sensitive parameter of the presented
system.

Future studies could focus on analyzing the proposed system

dynamically in response to changes in meteorological data, as this would
provide deeper insights into its performance under real-world condi-
tions. Incorporating a storage system could significantly enhance the
system’s stability and reliability. Additionally, exploring the feasibility
of using various biomass fuels would help identify the most suitable
options for the proposed system. Advanced control techniques, such as
model predictive control (MPC) or AI-driven optimization, could also be
integrated to optimize performance under different operational sce-
narios. Further, using the Monte Carlo method to assess the system’s
reliability dynamically would provide valuable insights into its robust-
ness. Lastly, given its low environmental impact and potential for bio-
fuel production, the proposed system represents a promising solution for
the future of sustainable energy systems. With its enhanced sustain-
ability and innovative design, it can be considered an attractive poly-
generation system.
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Appendix A. Appendix.

Table A1
Mass and energy conservations of all components in the proposed polygeneration system.

Component Relationships Known
parameters

Unknown
Parameters

Boiler

Q̇Boilerwater =
∑n

i=1

(

ṁouthout
)

i
−

∑n
i=1

(

ṁInhIn
)

i

Q̇BoilerFluegas =
Q̇Boilerwater

ηBoiler
Q̇BoilerFluegas = ṁf LHVf + ṁaha − ṁfghfg
ṁa + ṁf = ṁfg

ηBoiler
ṁout

ṁIn

TaPa
TfgPfg
LHVfToutPout
TInPIn

ṁf

ṁa

Turbines
Expander

hIn = h(TIn.PIn).sIn = s(TIn.PIn)

ηT =
hIn − hOut
hIn − hOuts

hOuts = h(POut .SIn)

ẆT = ṁT(hIn − hOut)

TIn
PIn
ηT
ṁT

POut

ẆT

Compressors

hIn = h(TIn.PIn).sIn = s(TIn.PIn)

ηC =
hOuts − hIn
hOut − hIn

hOuts = h(POut .SIn)

ẆC = ṁC(hOut − hIn)

TIn
PIn
ηC

ẆC

(continued on next page)
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Table A1 (continued )

Component Relationships Known
parameters

Unknown
Parameters

ṁC

POut

Combustion
cahmber

AF =
ṁa

ṁf

ṁaha + ṁf LHVf = ṁfghfgṁa + ṁf = ṁfg

TaPa
TfgPfg
LHVf

ṁa

AF
ṁf

ṁfg

Pumps

hIn = h(TIn.PIn).sIn = s(TIn.PIn)

ηP =
hOuts − hIn
hOut − hIn

hOuts = h(POut .SIn)

ẆP = ṁP(hOut − hIn)

TIn
PIn
ηP
ṁP

POut

ẆP

Heat exchangers

hHot.in = h(THot.in .PHot.in)
hHot.out = h(THot.out .PHot.out)
hCold.in = h(TCold.in.PCold.in)
hCold.out = h(TCold.out .PCold.out)
Q̇Hot = ṁHot(hHot.in − hHot.out)
Q̇Cold = ṁCold(hCold.out − hCold.in)
Q̇Hot = Q̇Cold

THot.in
PHot.in
THot.out
PHot.out
TCold.in
PCold.in
TCold.out
PCold.out
ṁHot

ṁCold

Q̇HX

PEM Elrctrolyzer [74]

ṄH2ʹout =
J
2F

= ṄH2Oʹ reacted

ṄO2ʹout =
J
4F

ṄH2Oʹ out = ṄH2Oʹ in −
J
2F

Ėelectric = JV
V = Vo + ηactʹ a + ηact́ c + ηohm

σ[λ(x) ] = [0.5139 λ(x) − 0.326 ]exp
[

1268
(

1
303

−
1
T

)]

λ(x) =
λa − λc

L
x+ λc

Rpem =
∫ L
0

dx
σ[λ(x) ]

ηohm = JRpem

ηact́ i =
RT
F
sinh− 1

(
J

2Joʹ i

)

i = aʹc

Joʹ i = Jrefi exp
(

−
Eact́ i
RT

)

i = aʹc

Ėelectric
APEM

ṄH2Oʹ reacted

ṄH2ʹout

ṄO2ʹout

Npem

PTC filed
ET-100 [83]

Qsolar = AcollDNI
Qu = ṁHTFcp(Tout − Tin)=ηc × Qsolar

ηc = 0.75 − 0.000045(Tin − Tout) − 0.039
(
Tin − Tout

DNI

)

− 0.0003 DNI
(
Tin − Tout

DNI

)2

Tout
Tin
ṁHTF

cp
DNI

Acoll
Qu

Qsolar

Air-steam Gasification

ycH4 = 0.340H2 + 0.002PGC2 + 0.0007CPG2MC2 − 0.0004 − 0.016PGHO − 0.521CH2

yCO = 0.092+ 0.079H+ 0.016O − 0.0004PG − 0.018C − 0.131N − 0.168MC
yCO2 = 0.115+ 0.150C+ 0.043MC+ 0.0002PG − 0.030O − 0.905H
yH2 = 0.156+ 0.619H+ 0.192C − 0.041N − 0.2O − 0.851CH
yH2O = 0.249+ 0.472O+ 0.397H+ 0.330MC − 0.052N − 0.420C
yN2 = 0.357+ 0.264H+ 0.152C+ 0.114N − 0.206MC − 0.252O
TG = 861.126+ 2536.553H+ 915.683O − 2.572PG − 412.292MC − 424.420N − 1051.946C
ṁBiomass = 0.280ṁSyngas − 0.072ṁSyngasC − 0.263ṁSyngasMC − 0.435ṁSyngasH
ṁSteam = 0.750 − 0.132ṁSyngas + 0.209ṁSyngasO − 0.138ṁSyngasMC − 21.072CH
ṁAir = 0.110+ 4.437H+ 0.773C+ 0.114ṁSyngas − 1.154MC − 1.542N − 1.717O

MC
H
C
O
N
PG
ṁSyngas

ycH4

yCO
yCO2

yH2

yH2O

TG
ṁBiomass

ṁSteam

ṁAir

Ammonia synthises
production unit

ṁAmmonia(kg/h) = 2074.670× ṁSyngasyH2 + 3347.600× ṁSyngasyH2 yH2O − 285.787 − 136.520× ṁSyngas

mAmine (kg/h) = 612.325× 104 + 0.201× ṁSyngas + 4883.110× ṁSyngasyCO + 4600.613× ṁSyngasyCO2 + 0.261×
ṁSyngasyH2O − 403.245× ṁSyngas − 34.667× 103 × yN2 − 37.634× 103 × yH2O

ṁoutw (kg/s) = 2.010+ 305.253× ṁSyngas + 2932.104× ṁSyngasyH2O + 245.408× ṁSyngasyH2 − 0.108× ṁSyngas −

2775.025× ṁSyngasyCO

ẆASPU(kW) = 432.038× ṁSyngas + 239.865× Tsyngas ×
ṁSyngas

Psyngas
− 20.284 − 0.418× PsyngasṁSyngas + 44.246×

103yH2 + 0.737× ṁSyngas + 116.702× Tsyngas × yH2 + 44.246× 103 × y2N2
− 29.348× 103 − 1.947× Psyngas ×

ṁSyngas*cos
(
0.064× Psyngas

)

Q̇ASPU(kJ/hr) = 566.424× 104 × ṁSyngasyCO − 4207.978 − 623.067× 103 × ṁSyngas − 721.640× 103 ×

ṁSyngasyN2 − 371.345× 104 × ṁSyngasyH2 − 909.099× 104 × ṁSyngasyH2O + 161.582× 104 + 460.749× ṁSyngas +

244.295× 104 × ṁSyngasyH2O − 128.163× 103 × ṁSyngasyH2 − 564.096× 105 × ṁSyngasyCOyH2O + 144.963×
104 × ṁSyngas + 288.174× ṁSyngasyCO + 226.247× 104 × ṁSyngasyH2 − 105.427× 104 × ṁSyngasyH2O + 595.481×
105 + 608.723× 103 × ṁSyngas + 605.258× ṁSyngasyN2 − 723.437× 105yH2O − 871.572× 105 × yN2 −

119.444× 106yCO2

ycH4

yCO
yCO2

yH2

yH2O

ṁSyngas

Psyngas
Tsyngas

ṁAmmonia

mAmine

ṁoutw

ẆASPU

Q̇ASPU

Air Separation Unit
[78]

Ẇnet (W) = 284.293× 103 + 143.601× 105 × ṅAir + 1728.169× ṅAir × PN2 + 344.853× ṅAir × PO2

Q̇inter cooler (W) = 171.600× 104 + 964.363× 104 × ṅAir + 2777.423× ṅAir × PN2 + 734.082× PO2 × ṅAir +
297.397× ṅAir × PO2 − 918.654× PN2

Q̇coolingsepration (W) = 416.666× 104 + 79.880× 103 × TAir × ṅAir + 14.895× 103 × T2
Air − 606.849× 103 × TAir

ṅAir
PO2

PN2

TAir

Ẇnet

Q̇inter cooler

Q̇coolingsepration (W)

Q̇heatingsepration

(continued on next page)
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Table A1 (continued )

Component Relationships Known
parameters

Unknown
Parameters

Q̇heatingsepration (W) = 512.348× 104 × ṅAir + 15.979× 103 × T2
Air − 163.609× 105 − 101.033× 103 × TAir × ṅAir

ṁO2 = 0.332+ 6.706× ṅAir + 0.053× ṅ3Air + 0.335× ṅAir ×
(

0.285× ṅṅAirAir − 0.005× ṅ5Air

ṁN2 = 22.142× ṅAir +
0.393
ṅṅAirAir

+ 0.0001× ṅAir × ṅṅAirAir − 0.650 − 0.015× ṅṅAirAir × 0.1170.003×ṅAir×ṅ
ṅAir
Air

TN2 Out = 2.090× PN2 + 500.951×
103

PN2

+ 1.203× 10− 7 × P3
N2

− 1719.681 − 0.0009× P2
N2

TO2 Out = 3448.066+ − 329.317× 104/PO2 + 0.0002× P2
O2

+ 106.918× 107/P2
O2

+ 547.631×

1012/
(
307.023× 1011 − ×P4

O2

)
− 1.347× PO2 − 2.385× 10− 16 × P5

O2

ṁO2

ṁN2

TN2 Out
TO2 Out

Wind Turbines [72]

V = Vref ×

(
h
href

)α

ẆWT =
1
2
CpρAV3

ẆWT,total = nWT × ẆWT

ẆWT nWT

Table A2
Cost and weight relationships of all component in the present study [85]

Component Cost equations ($) Weight equations (ton)

Compressors PEC = 71.1 ×
ṁ

0.92 − ƞC
× rp × ln (rp) ρ =

Po
R× To

.A =
ṁ

ρ × vel
.D =

̅̅̅̅̅̅̅̅̅̅̅̅
4

π × A

√

.Weight =
Po × D× FS

2× σ

CC PEC = 46.08 ×
m•

a

0.995 −
Po

Pi

× (1 + exp. (0.018 × To – 26.4)) ρ =
Po

Rfg × To
.A =

m•
fg

ρ × vel
.D =

̅̅̅̅̅̅̅̅̅̅̅̅
4

π × A

√

.Weight =
Po × D× FS

2× σ

ACC PEC = 1773ṁCooled Fluid
Weight = 0.073

⎛

⎜
⎝
Q̇Cond
1000

⎞

⎟
⎠

0.99

OFOHs PEC = 145315×

(

ṁORC

)0.7
[95] Weight = 2.49×

(

ṁORC

)0.7

GT/SCO2T PEC = 479.34 ×
m•

fg

0.93 − ƞGT
× ln (

Pi

Po
) × (1 + exp. (0.036 × Ti – 54.4)) ρ =

Po

Rfg × To
.A =

m•
fg

ρ × vel
.D =

̅̅̅̅̅̅̅̅̅̅̅̅
4

π × A

√

.Weight =
Po × D× FS

2× σ

Gasifier PEC = 1600×

(

ṁBio × 3600
)0.67

[96] ρ =
Po

Rsg × To
.A =

m•
fg

ρ × vel
.D =

̅̅̅̅̅̅̅̅̅̅̅̅
4

π × A

√

.Weight =
Po × D× FS

2× σ

HXs PEC = 235× Q̇0.75
Hx [97]

Weight = 2.14×

⎛

⎜
⎝

Q̇Hx
1000

⎞

⎟
⎠

0.7

ORCP
PEC = 2100

⎛

⎝ẆORCP

10

⎞

⎠

0.26

×

(
1 − ηORCP

ηORCP

)0.5 Weight = 0.0061 ˙×W0.95
ORCP

OPCT PEC =
497.34ṁORC

0.92 − ηORCT
ln
(
P1

p2

)

(1+ exp(0.036T1 − 54.4) [98] Weight = 4.9× Ẇ0.7
ORCT

PEMEC PEC = 1000ẆPEM [60] Weight = 0.0146× ẆPEM [83]
PTCs PEC = 355× ASF Weight = 0.019× ASF [99]

Pumps
PEC = 2100

⎛

⎝ẆP

10

⎞

⎠

0.26

×

(
1 − ηP

ηP

)0.5 Weight = 0.0061× Ẇ0.95
P

Boiler

PEC = a1 × ṁBoiler
a2 × ϕp × ϕt × ϕη × ϕ SH

RSH

ϕp = exp
(
Pe − Pe

a3

)

ϕt = 1+ a5exp
(
Te − Te

a6

)

ϕη = 1+

(
1 − η1

1 − η1

)a4

ϕt = 1+
Te − TiSH

Te
+

ṁRSH

ṁBoiler
×

TeRSH − TiRSH

TeRSH

Te = 593◦C Pe = 28 bar η1 = 0.9
a1 = 2.8582 $ kg− 1s− 1 a2 = 0.8
a3 = 150 bar a4 = 7
a5 = 5 a6 = 10.42◦C [100]

Weight =
100Pout × D× FS

2σ
FS = 1.6 v = 6.2

m
s

σ = 45.6 [100]

Reactors PEC = 6852× ṁ [101] Weight = 8.050× VRector

columns

Ct = 457.7× exp(0.1739D)

Cb = 1.28× exp
(
6.629+ 0.1826× log(Weight) + 0.02297× (log(Weight) )2

)

Cp = 300D0.7396 × (Ts × n)0.7068

PEC = 1.218×
(
Cb + n× Ct + Cp

)
[102]

Weight = 8.050× VColumn

(continued on next page)
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Table A2 (continued )

Component Cost equations ($) Weight equations (ton)

ASU

PEC = (Ref Cost) ×
(

Size
Ref Size

)Scalling Exponent
× (Overall Instalation Factor)

Scalling Exponent = 0.5
Overall Instalation Factor = 1
Ref Cost = 141 Million US$
Ref Size = 52 kg O2/s [103]

Weight = 0.0061× Ẇ0.95
ASU [103]

WT PEC = 3090× ẆWT Weight = 0.26× Ẇ0.95
WT

Table A3
Stream table of proposed system.

No. Fluid ṁ (kg/s) T(◦C) P (bar)

1 Water 16.43 25.00 1.013
2 Water 16.43 25.01 3.00
3 Air 15.20 25.00 1.013
4 Water 16.43 133.52 3.00
5 Water 16.43 133.56 5.10
6 Water 5.00 133.56 5.10
7 Water 5.00 151.83 5.00
8 Water 5.00 180.00 5.00
9 Water 11.43 133.56 5.10
10 Water 11.43 133.62 9.18
11 Water 11.43 175.35 9.00
12 HTF 201.08 225.35 2.94
13 HTF 201.08 163.62 3.00
14 HTF 142.50 163.55 3.00
15 HTF 142.50 201.83 2.94
16 Water 11.43 200.00 9.00
17 Air 5.68 175.35 9.00
18 MSW 9.38 25.00 1.013
19 Syngas 50.00 779.13 9.00
20 Syngas 4.34 779.13 9.00
21 Syngas 45.66 779.13 9.00
22 Syngas 45.66 643.83 4.50
23 Mixture 33.26 450.00 14.40
24 Carbon dioxide 11.23 35.00 12.00
25 Mixture 22.03 35.86 14.40
26 Ammonia 5.35 − 3.33 30.00
27 Ammonia 3.45 − 3.33 30.00
28 Ammonia 1.90 − 3.33 30.00
29 Water 0.19 25.00 1.00
30 Hydrogen 0.02 80.00 1.00
31 Oxygen 0.15 80.00 1.00
32 Air 12.28 25.00 1.013
33 Air 12.28 374.33 13.17
34 Flue gas 14.20 1291.00 13.17
35 Flue gas 14.20 704.87 1.08
36 Flue gas 14.20 212.08 1.04
37 S-CO2 31.76 378.90 273.20
38 S-CO2 31.76 260.05 88.04
39 S-CO2 31.76 86.19 87.62
40 S-CO2 31.76 36.85 87.20
41 S-CO2 31.76 79.27 276.00
42 S-CO2 31.76 192.08 274.60
43 Flue gas 14.20 120.00 1.013
44 R123 9.48 123.00 12.01
45 R123 7.61 63.02 1.55
46 R123 7.61 44.90 1.55
47 R123 7.61 40.04 1.55
48 R123 7.61 40.31 5.81
49 R123 7.61 53.03 5.81
50 R123 1.86 97.98 5.81
51 R123 9.48 87.00 5.81
52 R123 9.48 87.54 12.01
53 Water 1.67 110.00 9.00
54 Water 1.67 110.00 10.00
55 Water 1.67 90.00 10.00
56 Air 158.58 25.00 1.013
57 Air 158.58 35.00 1.013
58 Air 1.88 25.00 1.013
59 Oxygen 0.49 122.74 12.00
60 Nitrogen 1.39 149.74 12.00
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Data availability

Data will be made available on request.
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