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Abstract: In the context of digitization and automation, extracting relevant information from business
documents remains a significant challenge. It is typical to rely on machine-learning techniques to
automate the process, reduce manual labor, and minimize errors. This work introduces a new model
for extracting key values from electricity invoices, including customer data, bill breakdown, electricity
consumption, or marketer data. We evaluate several machine learning techniques, such as Naive
Bayes, Logistic Regression, Random Forests, or Support Vector Machines. Our approach relies on
a bag-of-words strategy and custom-designed features tailored for electricity data. We validate
our method on the IDSEM dataset, which includes 75,000 electricity invoices with eighty-six fields.
The model converts PDF invoices into text and processes each word separately using a context of
eleven words. The results of our experiments indicate that Support Vector Machines and Random
Forests perform exceptionally well in capturing numerous values with high precision. The study also
explores the advantages of our custom features and evaluates the performance of unseen documents.
The precision obtained with Support Vector Machines is 91.86% on average, peaking at 98.47% for
one document template. These results demonstrate the effectiveness of our method in accurately
extracting key values from invoices.

Keywords: electricity invoice; information extraction; semi-structured document; machine learning;
support vector machine

1. Introduction

Extracting information from semi-structured documents is essential in many business
processes, as organizations often need to automatically retrieve data to feed their Enterprise
Resource Planning (ERP) systems. This is typically conducted manually, being a time-
consuming task prone to errors [1]. This problem has been a topic of interest in machine
learning and data science for many years [2]. The complexity of invoice formats and the
variability in data presentation make this a challenging task.

Electricity invoices, in particular, are special business documents that contain various
information. These documents are particularly intricate due to the complexity of electricity
markets. These markets usually serve millions of customers, involve multiple stakeholders,
such as marketers and distributors, and are subject to specific national regulations. As a
result, electricity bills contain diverse and abundant data. Therefore, the main difficulty
arises from documents with varying contents and layouts.

Several commercial applications, such as DocParser [3], ITESOFT [4], or ABBYY [5],
may facilitate the task of information extraction. They allow invoice information to be
retrieved automatically, although they typically require the users to configure template
bills manually. This information is incorporated into databases, which later permit the
identification and processing of similar invoices. Nevertheless, it does not usually scale well
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to new types of documents. Furthermore, current machine learning techniques are often
designed to recover just a few generic fields, such as invoice numbers or total amounts, so
even if commercial solutions exist, this problem is not solved yet.

There are several types of methods for extracting information from invoices. Probably
the most traditionally used involve user-defined templates [1] and the use of predefined-
rules [4]. However, these techniques typically need to define templates by hand and do
not adapt well to new types of documents. On the other hand, some methods are based on
custom-designed features and machine-learning techniques [6,7]. They usually adapt well
to a given set of templates and do not need a large dataset to train on.

Another type of method relies on classification through Named Entity Recognition
(NER) [8], usually combined with neural networks [9,10]. Recent advancements in deep
learning have led to the use of more complex models, such as Trie [11] and LayoutLM [12],
which integrate visual and textual information, addressing the challenge of handling both
text and images in a unified framework. This can improve accuracy and adaptability
because of the visual structure of invoices. However, a drawback of these methods is that
they need to be trained on large datasets and it is often complex to adapt the samples to
the format required by these neural networks. Most methods are designed for processing
simple invoices and extracting a few fields, such as the invoice number or the total amount.
Adapting them for more complex documents and incorporating additional labels poses a
considerable challenge.

Our work is based on a database of electricity invoices, called IDSEM [13], containing
75,000 invoices. This dataset was created randomly using information from the Spanish
electricity market, based on regulations and statistical data. This dataset utilizes eighty-six
distinct labels, significantly larger than similar datasets.

The main goal of our paper is to explore and compare different algorithms for extract-
ing information from electricity invoices, which are challenging to process due to their
complex structure and varied formats. We propose a method for extracting information
from invoices using a bag-of-words approach and standard machine-learning techniques.
The bag-of-words approach relies on Term Frequency and Inverse Document Frequency
(TF-IDF) features [14]. By analyzing the frequency of words, we can determine their im-
portance within the context of the invoice. Then, we characterize each word based on its
format: whether it is numeric or alphanumeric, has a predefined format (e.g., money or
postal codes), is a measurement unit (e.g., kW or €/kW), includes capital letters, or contains
punctuation marks.

This study evaluates the performance of various classification techniques, including
Naive Bayes, Logistic Regression, Support Vector Machine (SVM), and Random Forests.
Initially, invoices are converted from PDF to raw text. Then, we create lists of eleven-
word sentences using a sliding window, with consecutive sentences differing in the first
and last words. These sentences are passed through a pipeline composed of TF-IDF, our
custom-designed features, and a classification technique. The assigned label corresponds
to the central word of each sentence; therefore, we obtain a classification for every word in
the document.

The experimental results provide a comparative analysis of the performance of our
model using different machine-learning techniques. They show that Support Vector Ma-
chines achieve the highest precision (91.86%), closely followed by Random Forests (91.58%).
The study also examines the performance of methods on documents similar to the training
set and on completely new documents. The results indicate that Random Forests show
better adaptability to new documents.

Most labels are classified with high precision, with over 41% of labels having precision
rates exceeding 99% and another 31.3% with precision rates above 90%. The experiments
also investigate the benefits of using the bag-of-words approach and our custom features.
The successive integration of our custom features proves crucial for enhancing the per-
formance of methods. Combining both types of features provides the best results for the
eleven-word sentences.
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The main contributions of this work can be summarized as follows: (1) we propose a
new model based on TF-IDF and custom-designed features for extracting a large number of
key values from invoices; (2) we transform a complex dataset into a text-based format that
is suitable for classifying the labels of these documents; (3) our proposed custom-designed
features provide a high classification rate for the contents of electricity invoices; (4) we
analyze the performance of different machine-learning techniques based on this model;
(5) we realize a thorough analysis of the benefits of each type of feature and a detailed
evaluation assessment of the methods regarding each label and template. We also discuss
the advantages and drawbacks of our approach and provide some guidance to improve it.

This model offers several advantages over existing methods. Primarily, it is designed
to handle documents with a large number of fields, which is not typical in the literature
where most methods focus on simpler receipts and invoices with few labels, typically
less than ten. Another advantage is the specificity of electricity invoices. Unlike general
information extraction methods, our approach is specifically tailored to handle the content
of electricity invoices. These documents contain a wide variety of data from different
sources, making them more complex than other invoices. The adaptability of the model to
new document types is another advantage, as it uses a general pipeline based on textual
information, allowing for easy adaptation without significant changes to the process.

Section 2 describes similar methods and summarizes the state-of-the-art. Section 3
describes the IDSEM dataset and the conversion of PDF documents into the training data.
Section 4 explains the details of the TF-IDF and our custom features. Section 5 describes the
classification methods and Section 6 explains the metrics employed and the experimental
design. The results in Section 7 analyze the performance of the methods using standard
metrics, such as precision, recall, and F1-scores, paying special attention to the influence
of the features and the precision regarding new documents. We discuss the results of the
method and some future works in Section 8.

2. Related Work

Information extraction is an active research field with applications in various domains
such as historical document analysis, web content mining, or business document processing.
Over the past two decades, researchers have proposed many methods to tackle this problem,
with more interest in machine learning techniques nowadays.

Multiple datasets and benchmarks have played an important role in advancing this
field. For instance, the SROIE dataset [2], one of the earlier receipts datasets, contains
1000 scanned receipt images and is used for three main tasks: text localization, OCR,
and key information extraction. Another receipts dataset is CORD [15], which contains
thousands of Indonesian receipts, including images and text annotations for OCR, and
multi-level semantic labels for parsing. These datasets contributed to the development of
many methods but they contain simple receipts with a few annotated fields.

DocILE [16] is another dataset with over 6700 annotated business documents, manually
labeled and synthetically generated. It provides annotations for fifty-five classes, covering
various document layouts. More recently, the benchmark proposed in [17] provided
two new datasets, HUST-CELL and Baidu-FEST, that aim to evaluate the end-to-end
performance of complex entity linking and labeling, containing various types of documents,
such as receipts, certificates, licenses of several industries, and other types of business
documents. The IDSEM dataset [13] that we use in this work contains 75,000 synthetically
generated invoices related to electricity consumption in Spanish households. It has a
large number and variety of labels. Each invoice includes data about customers, contracts,
electricity consumption, and billing that are challenging to classify.

The first methods for extracting information from invoices involved user-defined
templates and the use of rules. This was the case of SmartFIX [1], which was among the
earliest systems in production for processing business documents, ranging from fixed-
format forms to unstructured letters. The work proposed in [18] presented a method for
automatically indexing scanned documents, reducing the need for manual configuration.
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The authors leveraged document templates stored in a full-text search index to identify
index positions that were successfully extracted in the past. The authors of [4,19] proposed
an incremental learning approach based on structural templates. The document was
recognized by an OCR and then classified according to its layout. The fields were extracted
using structural templates learned from the layout. The lack of information detected by the
users was used to improve the templates in an incremental step. These methods require
the users to create new templates manually and check the final results.

Information extraction can also be tackled through NER [20], a typical step in any
NLP pipeline. In this case, words in the text are tagged with specific labels. Some typical
examples [8] relied on Long Short-term Memory (LSTM) neural networks [9,21]. The
method proposed in [22] compared two deep learning approaches, the first based on NER
using a context of words around each label, and the second based on a set of features. This
second method provided similar results with less training data. In the preliminary work
presented in [10], the authors obtained high accuracy for a reduced set of labels using the
IDSEM dataset. They also used an NER strategy. The implementation was realized through
a neural network based on the Transformer [23] architecture. These strategies typically
work correctly for a few labels and the vocabulary needs to be similar for all documents.

Another group of methods relies on custom-designed features and shallow machine-
learning techniques. For example, Intellix [6] was based on TF-IDF features and K-Nearest-
Neighbors (kNN). In our work, we use a similar approach, with a larger variety of features,
and analyze the behavior of more classification techniques. Another example was the
method presented in [7], which converted documents to JPEG images and extracted word
tokens through an OCR system with their positions. This method relied on a gradient-
boosting decision tree model for the classification step. In the experiments, we use Random
Forest, another ensemble method based on decision trees. We choose these techniques as
they give us the flexibility to choose the most convenient features and adapt well to the
problem that we are facing.

More recently, several methods based on deep-learning techniques have been pro-
posed. Various approaches [24,25] combined convolutional neural networks (CNN) with a
spatial representation of the document using a sparse 2D grid of characters. This allows for
understanding the semantic meaning and the spatial distribution of texts. Other methods
are based on LSTM networks, like CloudScan [26], or a combination of CNNs and LSTMs,
like in [11,27,28]. The latter presented a multi-modal end-to-end information extraction
framework based on visual, textual, and layout features. However, this requires the dataset
to be annotated with bounding boxes around the key values, and the IDSEM dataset does
not provide this information.

The Transformer [23] has also been employed in several works, like in XLNet [29]
that integrated ideas from the Transformer-XL [30] architecture, which enabled learning
for longer-length contexts. DocParser [3] was an end-to-end solution based on a Swin
Transformer [31] comprising a visual encoder followed by a textual encoder. BERT [32] was
also adapted to information extraction in BERTgrid [33]. The most recent methods [12,34,35]
relied on multi-modal pre-training models integrating text and images, or methods that
establish geometric relations during pre-training, like in [36].

These methods are complex and rely on visual annotations to train the models. How-
ever, the IDSEM dataset contains textual annotations and is difficult to adapt for training
with these networks. In our model, invoices are converted to text format and the features
are designed at the sentence level, being a simple and efficient solution.

3. Electricity Invoice Dataset

In this section, we explore the IDSEM dataset, providing some statistics about the labels.
Then, we explain the data transformation from PDF invoices into the training sentences.
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3.1. IDSEM Dataset

The IDSEM dataset [13] contains 75,000 electricity invoices in PDF format, with 30,000
in the training set and 45,000 in the test set, for which the ground truth values are not
publicly available. Each invoice is defined with eighty-six labels related to customer data,
the electricity company, the breakdown of the bill, the electricity consumption, etc. This
dataset is available at Figshare [37].

The labels are defined with a code starting with a letter (A–N) and a number for each
label in the group. Table 1 summarizes the groups of labels of the dataset and their meaning
is explained in [13].

Table 1. Groups of labels of the IDSEM dataset. The first column shows the letter code that identifies
each group, the second column summarizes the contents of the labels in the group, and the third
column enumerates the total number of labels.

ID Description Number of Labels

A Customer who receives the invoice letter 6
B Customer data as stated in the contract 6
C Marketer data 14
D Distributor data 5
E Contract information 9
F General information about the invoice 8
G Customer financial information 10
I Energy consumption information 3
J Summary of invoice breakdown 5
K Detailed invoice breakdown 10
M Other billing items, like equipment rental 2
N Taxes 8

The dataset includes a training directory with six sub-directories for different template
documents. Each directory has 5000 invoices in PDF format and their corresponding JSON
files with the labels and their true values. The test directory contains nine sub-directories
with nine different templates, three of them completely different from the training set.
These allow us to study the behavior of the method to unseen data.

Figure 1 depicts two pages of an invoice from the dataset. Blue boxes relate the groups
of labels and their position in the document.

Table 2 shows the frequency of occurrence of several labels in the documents of the
training set. For example, the label C1, corresponding to the marketer’s name appears
564,700 times. Therefore, this information appears multiple times in each invoice. On the
other hand, label M3, corresponding to the equipment rental price, appears 5000 times. In
this case, the label appears only in one template of the training set. Additional statistics for
all the labels can be found in Appendix A.

Table 2. Number of times the labels appear in the training set documents.

Labels #Occurrences Labels #Occurrences Labels #Occurrences

C1 564,700 C9 143,600 CC 105,600
N4, N6 60,000 A4, G4 35,000 F2, KD, K6 20,000
E5, K9, KA 15,000 K2, K3, K5 10,000 G6, K4, M3 5000

# in the header stands for Number of.
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Figure 1. Example of an electricity invoice. The contents of the document are organized by customer
data (A), marketer information (C), the breakdown (B, E), a summary of the bill amounts (J, N), contract
information (F, G), the electricity consumption (I), breakdown of the invoice (K), and other billing
concepts (M). Source : Sánchez et al. [13].

3.2. Data Conversion

Similar to other approaches [26], our method converts the input data into text using
a PDF-to-text converter. The end-of-line character is replaced by a special code, #eol,
to ensure the invoice is treated as a continuous list of words. We generate eleven-word
sentences, using a sliding window of one word between consecutive sentences. The label is
associated with the central word of the sentence. Our method is complete as it predicts a
label for every word in the document.

Using a sliding window approach enables the classification of individual words within
a document. While this method can be time-consuming, its efficiency can be significantly
improved through parallel processing. By parallelizing the processing of each sentence, the
overall execution time can be reduced to approximately that of a single sentence. On the
other hand, we chose eleven words per sentence because this provided the best precision,
as shown in the experiments.

We utilize a special label, OO, standing for others, to classify sentences for which the
central word does not match any label in the dataset. This allows the model to deal with
out-of-class words efficiently. The OO label is introduced during the conversion of PDF
documents to our internal representation of sentences. This common strategy is used
frequently to integrate this type of token in the classification process, without modifying
the main pipeline, making it simpler and more efficient. This robust approach allows the
model to generalize to new unclassified words. We generate a training file for each template
directory, containing fifty invoices, resulting in six training files with 300 documents.

These files consist of tuples with two fields: one with an eleven-word sentence and an-
other with the label corresponding to the central word. Therefore, the number of sentences
coincides with the total number of words. For this process, we use the annotated files of
the training set, which include the code of the labels around each key value. We parse the
file contents, remove the annotations from the text, and generate the tuples. A fragment of
a training file in our format is shown in Table 3.
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Table 3. Fragment of a training file. We create a file with a list of tuples obtained from an annotated
PDF file. Each tuple contains a sentence of eleven words from the bills and the label corresponding to
the central word (in bold letters). Sentences are created with a one-word sliding window. The label
OO is used for words that do not correspond to any label in the dataset.

Sentence Label

FACTURA #eol TOTAL FACTURA : 90.31 #eol Factura Nº : XT38563865H J5
#eol TOTAL FACTURA : 90.31 #eol Factura Nº : XT38563865H #eol OO
TOTAL FACTURA : 90.31 #eol Factura Nº : XT38563865H #eol K OO
FACTURA : 90.31 #eol Factura Nº : XT38563865H #eol K #eol OO
: 90.31 #eol Factura Nº : XT38563865H #eol K #eol Ref OO
90.31 #eol Factura Nº : XT38563865H #eol K #eol Ref : F1
#eol Factura Nº : XT38563865H #eol K #eol Ref : 72028535275J OO
Factura Nº : XT38563865H #eol K #eol Ref : 72028535275J Periodo OO
Nº : XT38563865H #eol K #eol Ref : 72028535275J Periodo de OO
: XT38563865H #eol K #eol Ref : 72028535275J Periodo de consumo OO
XT38563865H #eol K #eol Ref : 72028535275J Periodo de consumo : OO
#eol K #eol Ref : 72028535275J Periodo de consumo : 3/5/2017 F2
K #eol Ref : 72028535275J Periodo de consumo : 3/5/2017 a OO
#eol Ref : 72028535275J Periodo de consumo : 3/5/2017 a 5/07/2017 OO
Ref : 72028535275J Periodo de consumo : 3/5/2017 a 5/07/2017 Fecha OO
: 72028535275J Periodo de consumo : 3/5/2017 a 5/07/2017 Fecha de OO
72028535275J Periodo de consumo : 3/5/2017 a 5/07/2017 Fecha de cargo F4s
Periodo de consumo : 3/5/2017 a 5/07/2017 Fecha de cargo : OO
de consumo : 3/5/2017 a 5/07/2017 Fecha de cargo : 7 F5s
consumo : 3/5/2017 a 5/07/2017 Fecha de cargo : 7 de OO
: 3/5/2017 a 5/07/2017 Fecha de cargo : 7 de Julio OO
3/5/2017 a 5/07/2017 Fecha de cargo : 7 de Julio de OO
a 5/07/2017 Fecha de cargo : 7 de Julio de 2017 OO
5/07/2017 Fecha de cargo : 7 de Julio de 2017 #eol G3
Fecha de cargo : 7 de Julio de 2017 #eol #eol G3
de cargo : 7 de Julio de 2017 #eol #eol EDP G3
cargo : 7 de Julio de 2017 #eol #eol EDP ESPAÑA G3
: 7 de Julio de 2017 #eol #eol EDP ESPAÑA , G3
7 de Julio de 2017 #eol #eol EDP ESPAÑA , S.A OO

In this example, we observe that various sentences refer to a single label value, such as
the total amount (J5), the invoice number (F1), or various dates (F4s and F5s), and several
sentences refer to the same label, such as the due date (G3). Label OO appears with high
frequency since the central word of many sentences does not correspond to any label.

4. Definition of Word-Level Features

We employ a bag-of-words approach based on TF-IDF [14] features. These are often
used in NLP and information retrieval to assess the importance of a term within a document
relative to a corpus of documents. Term Frequency (TF) measures how often a term t
appears in a specific document d and is calculated as the ratio of the number of times a
term appears in a document to the total number of words in that document:

TF(t, d) =
count of t in d

number of words in d
. (1)
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Document Frequency (DF), on the other hand, assesses how common a term is across
the entire corpus and is calculated as the number of documents that contain a term t, i.e.,
DF(t) = occurrence of t in documents.

Inverse Document Frequency (IDF) measures the relevance of a term and is the inverse
ratio of the total number of documents to the document frequency of the term:

IDF(t) = log
(

N
DF(t)

)
, (2)

where N is the total number of documents. TF-IDF is then measured as TF-IDF = TF× IDF.
Words with higher TF-IDF scores are considered more significant within a document.

Due to the limited vocabulary of electricity invoices, this method utilizes fewer tokens.
We found that using single words and bi-grams improved classification precision in the
experiments. Furthermore, the vocabulary obtained by the TF-IDF estimator using the train-
ing data contains many irrelevant words. Therefore, we define a dictionary of stop-words to
improve the performance of this technique. This dictionary includes articles, prepositions,
pronouns, and other frequent words in electricity invoices that are not relevant.

These features are insufficient to achieve high scores due to the limited number of
words per sentence and the significant overlap between consecutive sentences. To address
this issue, we designed a set of custom features that enable us to generate more distinctive
data. One of these features is based on the word type, i.e., whether it contains alphabetic,
numeric, or alphanumeric characters, or is a decimal number. Another feature is related
to the format of the word, checking if its structure resembles money, email or web URLs,
Spanish identity card numbers, postal codes, or date formats. We have also included
features that provide information about different units, such as money (Euro symbol and
other currency-related words), kilowatt (kW), kilowatt-hour (kWh), day and month periods,
and the percentage symbol. Additionally, we have incorporated a feature to identify capital
letters, which are often relevant in various contexts. Finally, we have defined another
feature to identify punctuation symbols, such as colons, semicolons, or periods, as they
typically convey relevant information, especially in tabular data.

These features are tailored to characterize the kind of words that we usually find in
electricity invoices and are associated with the information we want to extract. These are
specially designed for the Spanish locale, although they can be easily generalized for other
regions. Table 4 summarizes these features.

Table 4. Custom features. The method relies on five custom features calculated for each word in the
training sentences. These features model different aspects of the words that help characterize the
information to be extracted. The first column defines the type of data and, the second column, the
values to be characterized.

Feature Type List of Analyzed Terms

Word type Alphanumeric, Alphabetic, Numeric or Decimal number
Word format Money, Email, Website, Identity card number, Postal code or Date formats
Units €, €/day, €/kW, €/kWh, kW, kW/month, kWh, %
Capital letters First, one, or all letters capitalized, Lowercase letters
Punctuation Colons, Semicolons, Periods

Therefore, each word in the sentence produces a set of five custom features concate-
nated with the above TF-IDF features. In the experiments, we evaluate the benefits of using
custom features only for the central word in the sentence or up to the eleven words in
the sentence.
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5. Classification Methods

In this work, we select the following machine-learning models for classification: Lo-
gistic Regression, Naive Bayes, Decision Trees, Random Forest, and SVM. These techniques
receive a vector of features for each sentence and produce a label associated with the
central word. Therefore, our method is a multi-class classification problem, where an input
sequence produces a single label.

These are standard methods in machine learning and are typically used in many works.
They cover a wide range of techniques with different characteristics. These methods can
solve similar problems efficiently and are easy to interpret and implement.

Logistic Regression can be used for multi-class classification using a one-vs-all ap-
proach. It uses a sigmoid function that outputs a value between 0 and 1 to model the
probability of an instance belonging to a positive class. For multiple classes, separate
models are trained for each class. The instance is assigned to the class with the highest
predicted probability. We also utilize a low regularization parameter to prevent overfitting.

Naive Bayes is a probabilistic algorithm that assumes feature independence. It calcu-
lates the probability that an instance belongs to a specific class. The steps involve computing
prior probabilities, class conditional probabilities, and assigning the instance to the class
with the highest posterior probability. We rely on the Multinomial Naive Bayes method
typically used in text classification and a low regularization parameter.

Decision Trees are decision support tools used for both regression and classification
tasks. They create a tree-like structure where each node represents a decision based on the
input features. In multi-class classification, decision trees split nodes to predict class labels.
The process involves calculating probabilities, branching, and assigning instances to the
class with the highest posterior probability. The Gini criterion is used to split the data at
the nodes.

Random Forest is an ensemble learning technique that combines multiple decision
trees to create robust and accurate models. Predictions from individual trees are aggregated,
which reduces overfitting and improves accuracy. They are robust against noisy data
and outliers due to the averaging effect of multiple trees. Training individual trees can
be parallelized for computational efficiency, making it faster than other methods. In the
experiments, we configure Random Forest with six different decision trees, the Gini criterion
to measure the quality of a split, and no limits for the depth of the trees.

Support Vector Machines (SVMs) excel in high-dimensional feature spaces and find
optimal hyper-planes to separate different classes. In the experiments, we use two versions
of SVM: a Linear SVM (SVM Linear) that finds a hyperplane that best separates classes in
the feature space, following a one-vs-all approach and a Radial Basis Function SVM (SVM
RBF) that handles nonlinear data by mapping it to a higher-dimensional space using kernel
functions. The latter follows a one-vs-one approach so that each classifier differentiates
between two classes. The decision boundary becomes a nonlinear surface in this case. In
our experiments, we also use a small regularization parameter.

The time complexity of these algorithms varies depending on the dataset size and
the number of features. Logistic Regression and Naive Bayes are less computationally
expensive than SVMs and Random Forests, especially on large datasets. Logistic Regression
and Naive Bayes are more memory-efficient and computationally less demanding, making
them suitable for large datasets with many features. Random Forests and SVMs, particularly
with non-linear kernels, are both memory and computationally intensive, especially as the
size of the dataset grows. Random Forests require memory to store multiple trees, while
SVMs require substantial memory for storing support vectors and the kernel matrix.

6. Metrics and Experimental Design

We use standard metrics to evaluate the performance of the methods. In particular, we
rely on the precision, recall, and F1 − score for each label and classifier. Since our dataset is
unbalanced, with certain labels over-represented—see Table A1—, we calculate the average
for each label and then compute the average of the ratios for all the labels.



AI 2024, 5 1846

The metrics are based on the number of true positive classifications, TP, true negatives,
TN, false positives, FP, and false negatives, FN. The precision represents the rate of positive
predictions that are correctly classified and is given by the following expression:

precision =
TP

TP + FP
. (3)

The recall is the rate of positive cases that the classifier correctly predicts and is
calculated as:

recall =
TP

TP + FN
, (4)

and the F1 − score is the harmonic mean of the precision and recall, given by the following:

F1 − score = 2
precision · recall

precision + recall
. (5)

In the first part of the experiments, we establish a global ranking of the methods
using these metrics with the test set. Then, we evaluate the performance for each template
directory separately, which allows us to understand the behavior of each technique to data
similar to the training set and data that are completely new, such as in the last template.

Choosing the best method, we rank the labels according to their precision range. We
show the labels that are classified with high precision and those that are more difficult to
classify. This will allow us to identify the labels that need to be considered for improving
the method. We rely on confusion matrices to assess the errors produced between different
labels. This complements the previous information and permits us to identify the labels
usually classified as others. This can guide us in defining new features to differentiate
between those labels.

In the last experiment, we study the influence of features on the accuracy of our
method. We explore the benefit of the custom features with and without TF-IDF. We
gradually increase the size of the context window by adding one word on the left and right
of the central word. Therefore, we consider an odd number of words, ranging from one to
eleven, i.e., from five to fifty-five features.

Implementation Details

The source code for the experiments was implemented in Python using thescikit-learn [38]
and Pandas libraries. It is available in Github at https://github.com/jsanchezperez/electricity_
invoice_extraction.git (accessed on 12 February 2024).

PDF files were converted into raw text using the pdftotext program. We removed
strips of dots as they typically appear for horizontal lines during the conversion from PDF
to text files. For convenience, we created a text file for each training and test directory, as
explained in Section 3.2, each containing fifty different invoices.

These files were loaded using the Pandas library, separating the sentences and labels
into two dataframes. The training data were split into two sets: 80% for training and 20%
for validation. The validation set was used to evaluate the training process and tune the
hyperparameters of the methods. Similarly, the test directory was loaded into another pair
of dataframes. We carried out a final training step, where the whole training data—including
the validation set—were used to train the models. This usually provides slightly better
results. The test set was only used at the end to evaluate the models and report the results.

The hyperparameters of the models were tuned by hand. We tested default config-
urations and checked for the most relevant hyperparameters. In the case of SVM, we
tested different kernels and various regularization parameters. Decision Trees and Random
Forests were calculated without depth limit and with one sample at each leaf node. For the
rest of the models, we tested various regularization parameters.

We created a pipeline that transformed the input data into a new dataframe, with the
TF-IDF and custom features, and then called the corresponding machine-learning technique
for fitting the classifier parameters to the training data.

https://github.com/jsanchezperez/electricity_invoice_extraction.git
https://github.com/jsanchezperez/electricity_invoice_extraction.git
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In inference mode, the steps of the pipeline are as follows:

1. Convert the invoice document from PDF to text format;
2. Create a file with eleven-word sentences from the text file as explained in Section 3.2;
3. Compute TF-IDF features for each sentence;
4. Calculate custom features for the words of each sentence;
5. Concatenate both types of features;
6. Feed one of the machine-learning techniques with a dataframe containing these features.

The output is a new dataframe with the detected labels. In a post-processing step, a
JSON file can be created using the detected labels and the corresponding central words
of every sentence. Labels with multiple words can be easily extracted by concatenating
consecutive values in the output data.

7. Results

In this section, we assess the performance of methods by comparing their precision,
recall, and F1 − score on the test set. Table 5 compares global metrics for each method by
first calculating the scores for each label and then computing the average, giving the same
weight to each label.

Table 5. Global precision, recall, and F1 − score of each method, sorted by precision. The SVM method
with Radial Basis Functions (SVM RBF) provides the best results, followed by Random Forest.

Method Precision Recall F1-Score

Naive Bayes 61.41% 80.84% 66.11%
SVM Linear 80.74% 90.89% 84.55%
Logistic Regression 87.54% 81.74% 83.03%
Decision Tree 85.30% 83.08% 83.29%
Random Forest 91.58% 81.96% 85.47%
SVM RBF 91.86% 89.10% 89.63%

The result of Naive Bayes is poor compared with the other methods, with a recall
significantly higher than its precision. Thus, this method detects many false positives but it
allows detecting a larger rate of true positives. This method is fast, but its scores are low.

The performance of SVM Linear and Logistic Regression is much better, with a pre-
cision and recall higher than 80%. In the case of Logistic Regression, the recall is lower
than the precision, so this method underestimates some labels. The Decision Tree yields a
similar performance, with a balanced precision and recall.

Random Forest and SVM RBF provide similar results, with SVM RBF yielding the best
performance of all methods. The main difference resides in a higher recall for SVM; thus,
this method tends to detect a larger rate of positive cases.

The performance of each method for every template is displayed in Table 6. These
results demonstrate the capacity of each one to adapt to new data. The precision is high for
the first six templates but smaller for the last template, because the training data do not
include samples from that template.

Logistic Regression is typically better than Decision Trees and SVM Linear for tem-
plates used during training. However, it is worse for invoices with new layouts and
vocabulary. On the other hand, although SVM RBF provides the best results for documents
already seen by the classifier, Random Forest yields better results for new types of doc-
uments. Therefore, the generalization capability of Decision Trees and Random Forests
is better than the rest of the techniques. Nevertheless, we must note that the number of
different templates in this dataset is not high and there is low variability in the training set.
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Table 6. Precision for each template. The columns show the precision of the methods for each of
the seven templates. The results for the first six templates are higher than the last template because
documents of the latter were not used for training.

Method T1 T2 T3 T4 T5 T6 T7

Naive Bayes 66.68% 65.46% 66.85% 60.92% 64.14% 64.45% 54.18%
SVM Linear 84.33% 84.91% 86.00% 83.58% 90.08% 88.71% 62.05%
Logistic Regression 90.50% 91.02% 93.54% 89.48% 95.41% 92.24% 61.03%
Decision Tree 91.35% 88.25% 88.63% 90.16% 92.12% 91.20% 65.86%
Random Forest 93.69% 95.06% 93.01% 92.61% 94.59% 93.80% 68.56%
SVM RBF 94.49% 94.26% 97.82% 93.15% 98.19% 98.47% 67.20%

Bold letters highlight the best result in each column.

7.1. Precision for Each Label

A closer examination of the results of the best model, SVM RBF, reveals that it achieves
high precision for most labels, as shown in Table 7. The method provides a precision higher
than 99% for 41% of the labels and higher than 90% for another 31%. This means that
most labels are classified with high precision. Only 6% of labels have a precision smaller
than 70%.

There is only one label with a precision smaller than 50%, K2d, which is related to the
access toll rate. Looking at Table A1, we observe that this label appears 5000 times in the
training set, i.e., in only one template. Label K4d is also classified with low precision and,
similarly, appears in one template.

Table 7. SVM RBF: Classification of labels regarding their precision range. The first column stands
for the precision range; the second column lists the labels in that range; the third column shows the
percentage of labels in each group.

Precision Labels Percentage

[99–100%) B1, C7, CE, D9, E1, E3l, E5, E6, E7, E7p, E7s, E8, F2, F3, F3p, F3s, F4,
F4p, F4s, F5p, F5s, F6, F7, G1, G2, G3, G3p, G6, G7, G8, G9, J4, K4, K6,
KB, M3, M3d, N3, N4, N6, OO

41.4%

[90–99%) A1, A3, A6, B2, B3, B4, B5, B6, C2, C3, C4, C5, C6, C8, C9, CB, E2, E4,
E9, F1, G4, G5, GA, I3, J1, J2, J5, K3, N1, N2, N5

31.3%

[80–90%) A4, A5, C1, CA, CC, CD, D1, DD, E3, F5, J3, K9, M4, N7, N8 15.2%
[70–80%) F4u, F5u, F8l, I1, KA, KD 6.1%
[60–70%) I2, K2, K5, KC 4.0%
[50–60%) K4d 1.0%
[0–50%) K2d 1.0%

Analyzing the precision of other labels, we realize that it is related to the number of
occurrences in the training set. Therefore, we may conclude that the method classifies the
labels correctly if they appear in many documents of various templates.

Figure 2 depicts the confusion matrices for the SVM RBF method. Since the number of
labels is too large, we have divided the matrix into six parts with eighteen labels each. We
observe that the predictions consistently match the ground truths for most labels. The null
values in the diagonal correspond to labels that do not appear in the test set.

One of the most notable confusions is between labels k2d and k4d, which are related
to marketer prices. These amounts are similar, so this confusion may seem reasonable.
Additionally, these labels are present in only one template of the training set. Another
significant confusion is given by F4u and F5u, which represent the start and end of the
billing period. These labels are similar and only appear in two templates. It is also
interesting to note that the OO label, which occurs with high frequency, is hardly confused
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with another label. In this sense, the method seems to learn patterns associated with out-
of-class words correctly, which validates our strategy of integrating these types of words
in the training data. This is not the case for other techniques where this label presents the
largest mispredictions, such as Naive Bayes or SVM Linear. In these cases, it is necessary to
implement several strategies to reduce the impact of imbalanced classes.

Figure 2. Confusion matrices for the SVM RBF classifier.

7.2. Analysis of Feature Influence

This section examines how the inclusion of different features impacts the precision
of the methods. Our previous results were calculated using eleven words per sentence,
yielding fifty-five custom features. We may reduce the number of words from zero to eleven.

In our first experiment, we compare the precision of the methods without using TF-IDF.
Table 8 shows the results when we increase the number of custom features. If we only
train with the central word, i.e., five custom features, the precision of all methods is too
low, with Decision Tree and Random Forest providing slightly better results. The precision
significantly augments with fifteen and twenty-five features, i.e., three and five words,
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respectively, although it is not sufficient to obtain good performance. With seven to eleven
words, Random Forest, SVM RBF, and Decision Tree yield good results, with the former
consistently providing the best results.

Table 8. Analysis of custom features. Comparison of the precision of methods increasing the number
of custom features. In this case, the training data does not include TF-IDF. In the second column, we
show the results using five custom features (5-CF) for the central word; in the third column, we show
the results for fifteen custom features (15-CF), corresponding to a context of three words and so on.
The precision is very low for less than thirty-five features—seven words—, and for more features,
Random Forest, SVM RBF, and Decision Tree provide good performance.

Methods 5-CF 15-CF 25-CF 35-CF 45-CF 55-CF

Naive Bayes 1.78% 16.69% 23.23% 27.56% 32.79% 34.25%
SVM Linear 2.96% 18.62% 29.63% 39.06% 48.14% 55.44%
Logistic Regression 3.65% 22.89% 43.20% 57.46% 65.30% 69.51%
Decision Tree 4.33% 46.26% 66.85% 77.50% 82.18% 84.46%
Random Forest 4.33% 46.22% 67.02% 80.63% 85.44% 88.73%
SVM RBF 3.65% 32.83% 61.61% 79.83% 84.02% 87.38%

Bold letters highlight the best result in each column.

Table 9 shows the precision of methods using TF-IDF with and without custom
features. We observe that Logistic Regression provides the best results for TF-IDF, although
the precision is low. The performance of other methods is poor, especially for SVM RBF.
Random Forest provides the second-best result. Using five custom features significantly
improves the precision in general.

Table 9. Analysis of the combination of TF-IDF and custom features. Comparison of the methods
using TF-IDF and an increasing number of custom features. In the second column, we show the
results of TF-IDF only; in the third column, we show the results of TF-IDF and five custom features
(5-CF) for the central word; in the fourth column, we show the results of TF-IDF and fifteen custom
features (15-CF), corresponding to a context of three words and so on. We observe that TF-IDF and
our custom features are necessary to obtain high precision. SVM RBF and Random Forest provide the
best results with TF-IDF and fifty-five custom features, respectively.

Methods TFIDF 5-CF 15-CF 25-CF 35-CF 45-CF 55-CF

Naive Bayes 36.19% 54.47% 64.45% 65.08% 62.54% 61.34% 61.41%
SVM Linear 35.10% 59.57% 71.44% 77.00% 79.40% 79.69% 80.74%
Logistic Regression 56.79% 76.32% 82.49% 85.94% 87.03% 87.30% 87.54%
Decision Tree 46.95% 71.83% 81.15% 81.65% 84.19% 84.83% 85.30%
Random Forest 51.73% 73.10% 83.14% 87.11% 89.13% 91.42% 91.58%
SVM RBF 26.30% 73.79% 86.86% 89.55% 90.74% 91.48% 91.86%

Bold letters highlight the best result in each column.

Logistic Regression remains the top-performing method in this scenario. However,
the gap with other methods, particularly Random Forest and SVM RBF, has narrowed
considerably. These latter methods show a significant improvement in precision. Using
more custom features allows for improving the results of the methods, except for Naive
Bayes. SVM RBF provides the best results in these cases, followed by Random Forest,
Logistic Regression, and Decision Tree.

Comparing the results in Tables 8 and 9, we may conclude that TF-IDF is important
when the number of custom features is small and is necessary to attain high precision.
SVM RBF, Random Forest, and Decision Tree provide good results if TDF-IF is not used.
Decision Tree yields similar results in both cases. It is worth mentioning that Random
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Forest is slightly better than SVM RBF when not using TF-IDF and SVM RBF is better when
we use it.

TF-IDF is much more important for Naive Bayes and Logistic Regression, which
obtains the greatest gain in precision from these features, ranking in the third position
before the Decision Tree.

This information is also represented in the graphics of Figures 3 and 4, respectively.
SVM RBF and Random Forest are the best methods for a given set of features in both
configurations, followed by Decision Tree. Logistic Regression and Naive Bayes perform
much better with TF-IDF. In this setting, Logistic Regression outperforms Decision Tree.
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Figure 3. Influence of custom features. This graphic shows the influence of increasing the number of
custom features without relying on TF-IDF.
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Figure 4. Influence of custom features and TF-IDF. This graphic shows the influence of increasing the
number of custom features with TF-IDF.
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8. Discussion

In this work, we proposed a methodology to extract relevant information from electric-
ity invoices based on text data. We converted the annotated bills, originally in PDF format,
into text files. These files were then pre-processed to generate tuples of sentences and their
associated labels. Each sentence contained eleven words, with the label associated with the
central word. Our method employed a bag-of-words strategy and a set of custom-designed
features, specially designed for electricity data. We assessed the performance of various
machine learning algorithms.

Our results demonstrated that TF-IDF features, used in the bag-of-words strategy,
were key for obtaining an acceptable precision. They also showed that our custom features
were necessary to improve the results. We demonstrated that the number of words used to
calculate features was also important, with more than seven being sufficient to attain high
precision in general.

We studied the performance of various standard machine-learning techniques and
found that Naive Bayes did not provide good results, but its precision significantly increased
with TF-IDF, although still insufficient. Logistic Regression was the method that benefited
the most from TF-IDF.

The techniques that provided the best results were SVM RBF and Random Forest. The
latter yielded the best precision with custom features alone. SVM RBF, on the other hand,
provided the best results when both TF-IDF and custom features were employed. Logistic
Regression stood out from the others using TF-IDF and five custom features. However,
TF-IDF alone was not enough to tackle this problem for any method. We may conclude
that TF-IDF was important as a baseline for all the methods but the custom features were
necessary to achieve higher precision.

Looking at the classification rate of SVM RBF, we observed that most labels were
classified with a precision higher than 90% and only two labels obtained a precision lower
than 60%. The precision obtained for the OO label validates our strategy of integrating
out-of-class words into the training process. We believe that this approach is flexible
enough to generalize to new words not belonging to any predefined class. Since our model
discriminates based on features extracted from the word and its context, the likelihood of
out-of-class words coinciding with one of the predefined classes must be low.

We also assessed the performance of the methods for each template. The precision for
templates used during training was significantly higher. In this case, SVM RBF provided the
best results and Random Forest was better for unseen invoices. The difference in precision
for seen and unseen data was bigger than 30%, which indicates some overfitting to the
training data.

This is reasonable because the number of templates in this dataset is small. The variety
of data is not high since each template shares a common vocabulary and layout.

Therefore, one strategy to improve the performance of these methods is to increase the
number and variety of templates in the dataset. Increasing the number of custom features
at the word level is unlikely to improve the results since the precision of most methods does
not significantly improve after seven words. It would be more interesting to explore new
features related to the position of words inside the documents and their relative position to
other words and labels.

This work has several limitations. For example, due to the small diversity of docu-
ments in the dataset, the generalization capacity of our method is limited and may produce
unsatisfactory results for new invoices. We also note that the dataset contains region-
specific invoices and, therefore, the performance of our method will be poor for invoices
from other regions.

Regarding the training of the methods, we did not conduct an extensive search for the
best hyperparameters. We tuned the hyperparameters by hand, leveraging our domain
expertise and understanding of the models. Consequently, the results of each technique
may provide slightly better results for other configurations, at the expense of a considerable
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increase in training and validation time. However, we do not expect a significant change in
the results of our study.

In this study, we assessed the performance of our method using several machine-
learning approaches, including Logistic Regression and Naive Bayes which can be seen as
baseline models. These models are chosen due to their widespread use and effectiveness
in similar tasks, providing a robust benchmark for evaluating our approach. These well-
established models provided a comprehensive comparison, highlighting the advantages of
our approach. It would have been interesting to compare with other state-of-the-art models,
but adapting such methods to our dataset requires a significant effort. Future research
can build on our results to compare with new or existing methods, further validating
our approach.

Our method can enhance the automation of information extraction from electricity
invoices, leading to more efficient business processes and reduced manual labor. This can
benefit utility companies, marketers, and distributors by improving data accuracy and
accelerating customer service response times. This scalable solution can easily be adapted
to diverse invoice formats and contents.

9. Conclusions

This work analyzed the performance of various machine-learning techniques for
extracting many fields from electricity invoices. These are complex documents that include
many different contents and layouts. We relied on a bag-of-words strategy and custom-
designed features tailored for these invoices.

We demonstrated that combining TF-IDF and our custom features was necessary to
obtain high precision in several methods. The techniques that provided the best results were
SVM RBF and Random Forest, although the results of the Decision Tree were also competitive.
Logistic Regression was better than Decision Tree when we employed TF-IDF features. We
also showed that the precision for already-seen template documents was higher than for new
templates. This is reasonable as the dataset contains a reduced number of templates.

In future works, we will increase the number of templates in the dataset. This is
important for augmenting the variability of documents with richer vocabulary and layout.
We will explore new features based on the position of words and the relative spatial
distribution of labels. We are also interested in using deep learning techniques, especially
those based on Large Language Models and multimodal architectures.
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Appendix A. Number of Occurrences per Label

Table A1 details the number of times each label appears in the invoices of the training
set of the IDSEM dataset.

There are six directories with 5000 invoices each, making 30,000 documents. The table
shows that various labels appear more than 30,000 times, meaning that they appear several
times in some documents or the label contains a chunk of words. For example, code C1,
corresponding to the Marketer’s name, appears 564,700 times in the bills. This means the
field is included several times in the documents and contains multiple words. Other labels
may appear several times in the same document, such as label J2, which stands for the
total price, but with a single token.

On the contrary, some labels appear less than 30,000 times, meaning that some docu-
ments do not include that information. For instance, the invoice reference number, F2, only
appears in four directories, and the marketer’s province, C6, is present in one directory. A
few labels do not appear in any template, but these are typically related to dates in a large
format, such as E7l, F3l, or F4l.

Table A1. Number of times that each label appears in the invoices of the training set. There are
30,000 documents divided into six directories, each containing 5000 bills. Some labels appear multiple
times in several template documents, such as C7, J5, or M4, whereas others only appear in a few
templates, such as B6, C6, or G1.

Label Code Number of Occurrences

OO 30,794,100
C7 599,600
C8 593,100
C1 564,700
E2 210,400
D1 181,400
CB 151,200
G2 150,000
B3 149,200
C9 143,600
A3 129,500
G3 125,000
C3 123,700
GA 121,100
CC 105,600
J5 105,000
F3 100,000
A1, B1 91,600
M4 90,000
I3 75,500
B5 71,700
F6 65,000
A5 64,500
CD 64,100
N4, N6 60,000
CA 55,600
J3 55,000
C5 54,400
C2 50,900
E7,F4, F5, J2, 50,000
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Table A1. Cont.

Label Code #Occurrences

CE 45,500
E3, N2, N5 45,000
N8, N7 44,700
J1 40,300
N1 40,000
A4, G4 35,000
C4 33,200
DD 31,100
B2, B4, D9, E1, E3l, E4, E6, E8, E9, F1, F4p, G9, I1, I2, J4 30,000
A6 28,000
F4s, F5s, M3d 25,000
F5p 20,500
F2, KD, K6 20,000
G1 19,900
B6 16,300
E5, K9, F8l, KA 15,000
E7s, E7p, F7, F5u, F3p, F4u, G5, KC, KB, K2, K3, K5, N3 10,000
G3p 9700
C6, F3s, G6, G7, G8, K2d, K4d, K4, M3 5000
A2, D2, DC, E7l, F3l, F4l, F5l, F8, G3l 0
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