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Abstract

Objective: The proportion of older people will soon include nearly a quarter of the world population. This leads to an increased
prevalence of non-communicable diseases such as Alzheimer’s disease (AD), a progressive neurodegenerative disorder and the
most common dementia. mild cognitive impairment (MCI) can be considered its prodromal stage. The early diagnosis of AD is a
huge issue. We face it by solving these classification tasks: MCI-AD and cognitively normal (CN)-MCI-AD.

Methods: An intelligent computing system has been developed and implemented to face both challenges. A non-neural pre-
processing module was followed by a processing one based on a hybrid and ontogenetic neural architecture, the modular
hybrid growing neural gas (MyGNG). The MyGNG is hierarchically organized, with a growing neural gas (GNG) for clustering
followed by a perceptron for labeling. For each task, 495 and 819 patients from the Alzheimer’s disease neuroimaging ini-
tiative (ADNI) database were used, respectively, each with 211 characteristics.

Results: Encouraging results have been obtained in the MCI-AD classification task, reaching values of area under the curve
(AUC) of 0.96 and sensitivity of 0.91, whereas 0.86 and 0.9 in CN-MCI-AD. Furthermore, a comparative study with popular
machine learning (ML) models was also performed for each of these tasks.

Conclusions: The MyGNG proved to be a better computational solution than the other ML methods analyzed. Also, it had a
similar performance to other deep learning schemes with neuroimaging. Our findings suggest that our proposal may be an
interesting computing solution for the early diagnosis of AD.
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Introduction
Rising older populations generates increased chronic and
non-transferable illnesses, such as dementia and stroke,
posing important socio-economical challenges.1 Hence,
dementia is considered a public healthcare issue, especially
in countries with high life expectancy, as it is estimated that
around 47 million people have dementia worldwide.1

Alzheimer’s disease (AD), a progressive and irreversible
neurodegenerative syndrome that produces dementia,
accounts for approximately 70% of the global dementia
cases2–4: an estimated 6.7 million have AD in the USA in
2023, rising to 13.8 million in 2060.5 While aging is recog-
nized as a very important risk factor of AD,2 the exact eti-
ology, development, and evolution of AD are not fully
understood yet. Nevertheless, two pathological changes,
amyloid plaques, and neurofibrillary tangles, have formed
the most prominent lines of research trying to explain the
etiological mechanisms of AD.2 AD severely impairs
daily activities and emotional states.3

Researchers have been looking for biomarkers that allow
the, preferably early, diagnosis and prognosis of AD. The
main difficulty of these tasks is how similar AD symptoms
are to those of other diseases, especially other types of demen-
tia. So far, it cannot be said that there is a specific biomarker for
AD that is accepted by the scientific and medical communities
and is of standardized use, but several promising candidates
have been discovered. Among them, Blennow and Zetterberg
pointed out the neurogranin, a synaptic protein apparently spe-
cific for AD that may allow predicting future cognitive impair-
ment.6 Similarly, González-Sánchez et al.7 concluded that
lactoferrin, an antimicrobial peptide commonly found in
saliva, has high sensitivity and is specific for AD diagnosis,
as it was not found in cognitively normal (CN) and frontotem-
poral dementia subjects. Unfortunately, none of these promis-
ing biomarkers are among the most popular, a position
occupied by neuroimaging techniques.8 Furthermore, cur-
rently, there is no effective treatment for AD. Nevertheless,
early interventions can enhance life quality for patients and
caregivers, often family members or non-clinicians.2,4

MCI, marked by slight cognitive deficits without dementia
and without affecting daily activities, may presage AD but
does not always progress to it. Roughly 5% to 10% of MCI
cases transition to dementia annually, 10% to 15% to AD.9,10

Because of these considered aspects and the dire conse-
quences of AD prevalence, research into early AD and dif-
ferential diagnosis is an absolute requirement.2,9 The lack of
standardized diagnostic criteria turned the AD and MCI
diagnosis into a complex problem, generating an important
underdiagnosis.3,11,12

Our studies in this field are based on neural computation
approaches. Our proposal applies a hybrid artificial neural
network (ANN) to two classification tasks, a binary and a
multiclass one: the differential diagnosis of AD and MCI,
and the separation of CN, MCI, and AD subjects.

Many studies have employed deep learning (DL) and
different ANN for facing this kind of binary classification,
but typically using neuroimaging, such as magnetic reson-
ance imaging (MRI) and positron emission tomography
(PET).14,17,13,15,16,18 Less common are both the multiclass
models19–21 or the prognosis or longitudinal approaches,
where the progression of CN subjects to MCI or from
MCI to AD is studied.22,23 In recent years, there is a pre-
dominant use of deep neural network (DNN),20,24,17,16,18

but also a great variety of ANN26,28,27,25 or even other
mathematical methods29 have been proposed. While effect-
ive, they often rely on invasive or costly criteria, limiting
their primary care usage.24 Approaches based on non-
neuroimaging techniques normally have similar perform-
ance but have been less frequent in the last decade.8

Themain goal of this paper is twofold: to provide intelligent
and effective computational solutions to aid in the classification
of not only AD versus MCI subjects, but also CN versus MCI
versus AD subjects. Our study presents a hybrid neural archi-
tecture called modular hybrid growing neural gas (MyGNG)
for both classification tasks. This intelligent system facilitates
early diagnosis and clinical decision-making across settings,
particularly in primary care.27 Finally, for each of these tasks,
a comparative study of the performance of our ontogenetic
neural architecture and several popular neural and non-neural
machine learning (ML) models was included.

Dataset and method

Dataset

As two different classification problems were tackled in this
work, two datasets were required, which will be described sep-
arately. They were built with data from the ADNI database.1

Since 2003, ADNI, as a public–private partnership, has been
providing a huge database where many medical tests from dif-
ferent patients have been collected over long periods of time.
At the same time, ADNI has been studying comprehensively
AD-related omics and imaging.30 The main goals of ADNI are
the early-as-possible diagnosis of AD, and to help improving
its prevention, intervention, and treatment by finding new and
reliable diagnostic techniques.27

In order to facilitate more adequate comparisons with
some previous works,27,25 the same dataset was used for
the MCI-AD binary classification task. The first dataset
comprised 345 MCI and 150 AD patients, that is, a total
of 495 subjects, who started their participation in ADNI
from the ADNI2 study. The “ground truth” label of these
participants was given by clinicians following an exhaust-
ive diagnosis criterion indicated by ADNI. Data from the
baseline were utilized. The number of characteristics
extracted for each subject was 211, which included demo-
graphic information, neuropsychological tests and their
items, brain measurements obtained via MRI and PET, gen-
etics, and other biomarkers.
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The second dataset used in this work comprised 229 CN,
402MCI, and 188ADsubjects, that is, a total of 819 patients.
These participants belonged to the ADNI1 study and, similar
to those in the previous dataset, they met an exhaustive diag-
nosis criterion given by ADNI. Data from the baseline were
also used. An identical number of characteristics of the same
modalities was extracted for each subject.

Method

Both classification tasks related to the early diagnosis of AD
have been addressed in this work with neural computing
methods, more specifically based on the GNG,31 an onto-
genic ANN. Ontogenetic neural architectures are ANN
able not only to modify their connections during learning,
as the rest of ANN, but also to automatically adjust their top-
ology to the problem.32,33,25 Due to these characteristics,
they are quite suitable for clustering, vector quantization
and data visualization.33,25

In this work, we have used a two-module hybrid neural
architecture namedMyGNG, which is a simpler and improved
version from the one that was introduced in Sosa-Marrero
et al.27 The MyGNG has two main modules, Figure 1: the
first one is built with an unsupervised, self-organizing, and
ontogenetic module, which was based on Fritzke’s GNG,31

whereas the second module was based on a supervised neural
architecture as is the perceptron.34,35

MyGNG is hierarchically organized the way it is on
purpose: first the data clustering and later the data labeling.

The reason for doing the clustering, which other classifiers
do not do, is to simplify the input space by projecting it to
other reduced dimensions while preserving its topology in
order to ease the classification done later by the labeling
module. Apart from the expected increase in performance,
it may also bring along decreased training times, as it also
happens in other hybrid architectures such as the counter-
propagation network.19

These modules learn sequentially. That is, the training of
the MyGNG is done in cascade: the second module (named
“Supervised” in Figure 1) uses for its training the labels of
the data and the output of the first module (named “GNG”)
after this one has been trained.

In Figure 1, the structure of this improved MyGNG is
depicted, with the input layer and its two sequential modules.
The colors of the neurons indicate where two biologically
related processes have happened (blue is the base one, and it
is used for neurons that are adapting to the input data): neuro-
genesis and neural apoptosis. Green neurons represent new
neurons, that is, they have been recently created (i.e. neurogen-
esis) where the GNG algorithm is considered more convenient
(i.e. between the neuron with the greatest error and its neighbor
with the greatest error). These greenneurons require that the old
connections be deleted (red lines) and new connections be
created (green dashed lines). Conversely, red neurons are
those that have been removed (i.e. neural apoptosis), which
occur after all connections to them have been deleted.

The main difference between the improved MyGNG pre-
sented in this work and the original one in Sosa-Marrero

Figure 1. Structure of the MyGNG, where xi is the ith component of the input vector; wli , the weight of neuron li; and ul , a neuron/unit of
the GNG module. MyGNG: modular hybrid growing neural gas; GNG: growing neural gas.
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et al.27 is how the “Supervised module” is built, which will be
explained later in (4). This module has now less complexity as
it is based on a perceptron instead of the complex “Supervised
module” of the original MyGNG, which made use of neural
neighborhoods.27 These neural neighborhoods are unneces-
sary and, hence, not used in the improvedMyGNG introduced
in the current work.

Regarding the first module of the MyGNG presented in
this work, in Fritzke,31,33 the GNG is described as a self-
organization map based on a dynamic graph of connected
neurons. Starting from a low number of interconnected
neurons, this graph will adapt, shrink, and grow, hence pro-
ducing topological learning that will allow clustering of the
input space. This generation and continuous update of the
graph is made by a competitive learning algorithm,36

where the winner neuron2 s1 is the one whose weights
(ω) are the most similar to the input vector ξ. Equation
(1), where εb and εn are the learning rates for the winner
and its neighbors, respectively,31 indicates that the adjust-
ment of the winner neuron and its direct topological neigh-
bors defines the adaptation process.

Δωs1 = εb(ξ− ωs1 )

Δωn = εn(ξ− ωn) for all direct neighbor n of s1
(1)

It should be noted that only the GNG equations that have
been considered the most relevant are explained in this
work. For the full list of equations, we recommend
Fritzke’s cited works.31,33 These most relevant parts are
related to the two processes that make GNG stand out
from other ontogenic neural architectures: neurogenesis
and neural apoptosis.

A local error variable is calculated for the winner neuron
in each iteration (2). This error is related to the neurogenesis
(i.e. the creation of a neuron) process because it allows
identifying regions where the input signals are not suffi-
ciently correctly represented. That is, a new neuron needs
to be inserted between the unit q with the maximum error
and its neighbor f in the graph that has the highest error,
(3). An insertion occurs in every λ adaptation step. Error
variables of these units q and f are reduced in proportion
to the parameter β.

Δerror(s1) = ‖ωs1 − ξ‖2 (2)

ωr = 0.5(ωq + ωf ) (3)

Altering connections modifies the network topology. A new
connection is created on each adaptation step between the
winner and the second winner neurons. Conversely, a con-
nection is removed when the value of its age property is
above the amax parameter. Neural apoptosis (i.e. the deletion
of a neuron) occurs when it becomes isolated after all the
connections to that neuron are erased.

The responsible of the hybrid character of this MyGNG
is the addition of a monolayer-perceptron-based output

module (supervised learning) after the GNG-based one
(unsupervised learning). The learning process of the per-
ceptron is given by the “Perceptron rule” shown in (4),
which indicates how the weights are updated.35 In this
equation, x(k) is an input; ω(k), weights; ρ, the learning
rate; and ẽ(k) = d(k)− y(k) = d(k)− sgn[ωT(k) · x(k)],
being sgn the sign function; d(k), the desired output value
of the perceptron for the input x(k); and y(k), the obtained
output value of the perceptron for that input.

ω(k + 1) = ω(k)+ ρ · ẽ(k)
2

· x(k) (4)

The following algorithm describes how the MyGNGworks,
where the parts regarding the GNG were loosely based on
Fritzke’s GNG algorithm31:

1. Create two neurons, a and b, with weights ωa and ωb,
respectively.

2. Extract a sample ξ from the input space or, alterna-
tively, generate an input signal according to the prob-
ability density function P(ξ).

3. Find s1 and s2, the two neurons that are the nearest to
the input sample.

4. All connections to s1 have their age property
incremented.

5. Increment the local error variable of s1 (2). These
errors are used to find where to insert a new neuron.

6. Move s1 closer to ξ (1). Similarly, move all the direct
neighbors of s1 but by a lesser amount.

7. The age of the connection between s1 and s2 is reset to
0. Create it if it did not exist.

8. Neural apoptosis: after removing all connections
whose age is greater than amax, delete all neurons
without connections.

9. Neurogenesis (3): every λ iterations, insert a new
neuron between the neuron with the largest error and
its direct neighbor with the largest error. The connec-
tion between the erroneous neurons is deleted, and
two new connections are created: between each of
them and the new one. The error of the erroneous
neurons is diminished.

10. Decrease all error variables.
11. Go to Step 2 if the stopping criterion (e.g. epochs, per-

formance metric, size of the network, etc.) of the GNG
is not met yet. In our case, it is the epochs or number of
times all the input samples are used for training the GNG.

12. Obtain an output from the GNG and the associated
class label (i.e. the expected output of the perceptron).

13. Update the weights of the perceptron (4).
14. Go to Step 12 if the stopping criterion of the percep-

tron is still not met. In our case, it is the epochs used
for training the perceptron.

Regarding the computational complexity of the MyGNG,
OMyGNG, as a modular ANN, it is the sum of the
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computational complexities of each of its modules (5). The
computational complexity of the first module is that of the
GNG, OGNG, which has been calculated by Mendes et al.37

and is a function of k, the size of the input to the GNG (3 or
4 in the current work, i.e., the number of principal compo-
nents (PCs)), and n, the number of neurons in the GNG.
Their calculation assumes that: (a) the number of neighbors
is kept low (lower than n) and (b), the quantity of neurons
that are deleted is low (in order to consider that a graph with
n neurons is created in λn iterations, where λ is the GNG
parameter that indicates the frequency of neurons inser-
tions). Both assumptions are met in our implementation.
On the other hand, the computation complexity of the per-
ceptron, OPerceptron, is a function of the previous k and C, the
number of neurons in the perceptron (2 or 3, that is the same
as the number of classes in the classification tasks).

OMyGNG = OGNG + OPerceptron = O(kn2)+ O(kC) (5)

where k = 4, n = 75, and C = 3 for the worst-case scenario
in this work.

MyGNG for the early diagnosis of AD
The intelligent hybrid system presented in this work is
formed by two stages: a preprocessing one followed by a
processing one. This system is considered hybrid because
the first stage is non-neural whereas the second one is
based on an ANN. The first stage comprised the next pro-
cesses: imputation of missing values, feature ranking, data
scaling, and data projection. The imputed, scaled, and pro-
jected data derived from the features that were ranked
formed the input of the processing stage, which was
based on the MyGNG.

Our system was mainly implemented with Python 3.10
and Tensorflow 2.10. Some preprocessing steps were
implemented with “scikit-learn,” a library for ML.38

In this work, two classification problems related to the
early diagnosis of AD were studied, which will be analyzed
separately in the “MCI versus AD” and “CN versus MCI
versus AD” sections. For the global assessment of the intel-
ligent computing system, the most common performance
metrics in medicine, such as specificity, sensitivity (or
recall), precision, and accuracy, were used.28 Due to their
adequacy for clinicians, both variants of the less popular
metric clinical utility index (CUI) were also utilized39:
CUI+ and CUI−. Receiver operating characteristic
(ROC) curves were also used but only for comparisons
with other ML algorithms. AUC, which is based on the
ROC curve, was considered as the main performance
metric due to not being affected by class unbalanced
datasets.40

In each of these two classification tasks eight different
scenarios were studied, which asked the following three
questions: “is the addition of AGE, a demographic data

which is considered a risk factor in AD,2 to the feature
set beneficial to improve the classification performance?”,
“is it better to project the data with 3 or 4 components?”,
and “does scaling these datasets in the robust way provide
an advantage over using the standard one?”

MCI versus AD

Before the input data were provided to our neural architecture
and the other ML models which were later compared with,
data required to be conveniently preprocessed. Imputation of
missing values, feature ranking, data scaling, and data projec-
tion were four processes that needed to be carried out on our
data before the processing stage. Thanks to them, thefinal data-
sets lackedmissing values, the scales of all the features were in
similar ranges, and their number decreased. This way, the ori-
ginaldatasetswere representedbyahigherquality subset of fea-
tures thatwill allow themodels to require less training times and
achieve better performance results.41 As these preprocessing
steps were not exactly identical for each classification
problem, they will be described separately.

Missing values are generally considered a big handicap for
most ML models. Due to the presence of missing values in
several patients and attributes of our dataset, some imputation
methodswere analyzed: leaving themissing values untouched,
discarding the participants with missing values in one of the
used features, substituting the missing values with the median
value for the class of that sample, idem but with the mean,
and similar but with the mode. Imputing with the median
value per class was deemed more robust and also produced
the best results so it was finally selected for further usage.

Feature selection or ranking was performed due to the
large number of attributes per subject, 211, in the
MCI-AD dataset. As missing values were handled, this
number remained identical for all participants. Two techni-
ques were evaluated: Extreme Gradient Boosting
(XGBOOST)42 and fast correlation-based filter (FCBF).43

XGBOOST is a scalable tree ensemble method that, as a
byproduct, also generates a ranking of the features. Unlike
FCBF, redundant features are never discarded internally,
which results in rankings including more than one feature
providing similar information. Hence, feature ranking
with XGBOOST was considered of lower quality, and the
one done with FCBF was preferred.

In Yu and Liu,43 the hybrid filter and wrap feature selec-
tion method named FCBF was introduced. Based on sym-
metric uncertainty, which finds not only the correlation
between features and categories but also the redundancy
between the features, FCBF only selects features that are
highly correlated to categories and, at the same time,
lowly correlated to other features. This way, calculation
efficiency, and hence speed, is enhanced, thus improving
the recognition rate.27 In Yu and Liu,43 FCBF demonstrated
its good ability to identify redundant features in several
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difficult datasets after being able to reduce their dimension-
ality more than other methods.

A vector of the most adequate features for the MCI-AD
classification task according to FCBF (i.e. those with the
highest FCBF scores) was obtained. Thanks to this, the
number of features was vastly reduced from 211 to 6,
Table 1 and Figure 2. These six features derived from
three neuropsychological tests: four from the mini-mental
state examination (MMSE),44 one from the Alzheimer’s
disease assessment scale-cognitive subscale,45 and the last
one from the functional activities questionnaire (FAQ).46

Scaling of the data was tested by applying several
methods: not scaling the data, standard scaling (by remov-
ing the mean and scaling the data according to the standard
deviation; the most popular method), and robust scaling
(similarly, but with the median and the interquartile
range, respectively, more robust to outliers). Unlike in
Sosa-Marrero et al.27 and Cabrera-León et al.,25 where
using no scaling method was preferred, in our case both
standard and robust scaling were studied and, as shown

later, they provided similar performance, albeit the former
was more beneficial for the MyGNG.

Unlike in Sosa-Marrero et al.27 and Cabrera-León
et al.,25 where principal component analysis was
applied,48,47 in this work neighborhood component analysis
(NCA) was utilized for data projection, although it can be
used for classification too.49 NCA is a supervised method
aimed at finding the best input data projection or linear
transformation for a stochastic nearest neighbors rule to
yield the best classification accuracy in the transformed
space, without assuming that the data have a parametric
structure in the low-dimensional representation.49 Among
the methods for the initialization of the linear transform-
ation in the NCA that were analyzed, “identity”was consid-
ered the most adequate option because similar ranges of
values of the components were obtained in all the eight
scenarios that were studied.

The stratified K-folds cross-validation method, with five
folds as it kept the same training-test subsets proportion
used in Sosa-Marrero et al.27 and Cabrera-León et al.,25

was utilized for data partitioning. Its main advantage is
that it keeps an identical proportion of samples for each
class in all the folds. It was used by not only the
MyGNG, but also the ML models studied in the
“Comparative studies with ML models” section.

Several sets of values were given to the hyperparameters
of the MyGNG in order to find the optimal combination.
Two combinations were found of interest: one when 3
PCs were used and one when 4 PCs were used. For each
of them, the same combination was found optimal when
AGE was added to the feature set. Hence, for the 4 PCs
scenario, with and without the AGE feature, the values of
the hyperparameters for the GNG module were: training
during eight epochs, 75 was the maximum number of
neurons, five was the maximum age of any connection,
50 was the number of iterations before a new neuron is
created, the learning rates εb = 0.5 and εn = 0.015, and
the decremental parameters β = 0.6 and d = 0.7. Its
values of the hyperparameters for the perceptron module
were ρ = 0.01 and trained during 50 epochs. On the other
hand, for the 3 PCs scenario, a similar combination was
found optimal, which only differed in 3 hyperparameters
of the GNG module: εb = 0.65, β = 0.7 and d = 0.8. In
Table 2 the performance results of the MyGNG in each of
the eight scenarios that were studied are shown.

In order to do a brief qualitative comparative study,
several articles from other authors that dealt with the
MCI-AD binary classification task and made use of data
from ADNI were selected from the existing literature,
Table 3. It showed that our MyGNG sometimes yielded
better performance results than proposals from other
authors, despite not only using non-expensive, non-
invasive, non-ionizing, and easily applicable diagnostic cri-
teria, such as neuropsychological scales, but also the
MyGNG not being based on DNN, whose performance is

Table 1. Characteristics of the subjects: A demographic feature, and
the six attributes used by the model as input, sorted according to
their FCBF score.

AD MCI

Number of subjects 150 345

AGE: mean 74.67 71.56

AGE: StD 8.18 7.38

MMSCORE: mean 23.07 27.98

MMSCORE: StD 2.08 1.74

MMDATE: mean 1.6 1.08

MMDATE: StD 0.49 0.26

MMBALLDL: mean 1.67 1.14

MMBALLDL: StD 0.47 0.35

ADAS_Q7: mean 2.4 0.43

ADAS_Q7: StD 1.75 0.85

MMYEAR: mean 1.27 1.0

MMYEAR: StD 0.44 0.05

FAQSHOP: mean 2.78 0.5

FAQSHOP: StD 1.82 1.14

FCBF: fast correlation-based filter; AD: Alzheimer’s disease; MCI: mild
cognitive impairment; StD: standard deviation.
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generally considered superior and have been considered the
state-of-the-art for the last years.8 For example, MyGNG
was outperformed by Hosseini-Asl et al.15 and Rashid
et al.,16 which obtained above 0.98 accuracy with convolu-
tional neural network (CNN) or variants. On the other hand,
similar or worse results were reported in Basaia et al.,13

Song et al.18 and Urooj et al.,50 especially sensitivity ones
as low as 0.68.

CN versus MCI versus AD

Except for the feature selection, the same preprocessing
techniques used in the binary dataset were applied to the
multiclass one.

This feature selection process began with the ranking of the
features with the FCBF method and keeping those with the
highest FCBF score for this classification task. This is equiva-
lent to what was done for the MCI-AD task and was described
in the “MCI versus AD” subsection. The features ranked by
FCBF were in this order, from greater to lesser significance:
[“ABETA,” “MMDATE,” “AGE,” “MMDAY,”
“CLOCKTIME,” “MMMONTH,” “MMFLOOR,” ‘’NPIG,”
“MMHOSPIT,” “MMYEAR,” “MMREAD”]. That is, a cere-
brospinal fluid (CSF) value that measures the amount of the
amyloid beta (Abeta) biomarker, seven subscores of the

Figure 2. Ranking of features according to the FCBF method for MCI and AD subjects from ADNI2. FCBF: fast correlation-based filter; MCI:
mild cognitive impairment; AD: Alzheimer’s disease; ADNI2: Alzheimer’s disease neuroimaging initiative 2.

Table 2. Performance results of the MyGNG in each of the eight
scenarios studied (MCI-AD classification task).

Scenario

With
AGE

Scaling
method

No.
PCs Accu Spec Sens AUC

No Standard 3 0.909 0.84 0.9391 0.9629

No Standard 4 0.897 0.7867 0.9449 0.8983

No Robust 3 0.903 0.8867 0.9101 0.9521

No Robust 4 0.9131 0.7867 0.9681 0.9228

Yes Standard 3 0.9071 0.84 0.9362 0.966

Yes Standard 4 0.9051 0.86 0.9246 0.9389

Yes Robust 3 0.903 0.84 0.9304 0.9322

Yes Robust 4 0.9131 0.7867 0.9681 0.9379

MyGNG: modular hybrid growing neural gas; MCI: mild cognitive
impairment; AD: Alzheimer’s disease; Accu: accuracy; AUC: area under the
curve; PC: principal component; Sens: sensitivity; Spec: specificity.
The best values of the different performance metrics are highlighted in bold.
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Table 3. Comparison with works from other authors that used ADNI data and dealt with the MCI-AD or the CN-MCI-AD classification tasks.

Task Works Neural method Features Subjects Accu Spec Sens AUC

MCI-AD Hosseini-Asl et al.15 3D-DSA-CNN MRI 70 MCI, 70 AD 1.0 1.0 1.0

Basaia et al.13 3D-CNN MRI 253 EMCI, 510 LMCI, 0.86 0.84 0.88

294 AD

Song et al.18 3D-CNN MRI, PET 160 MCI, 95 AD 0.85 0.95 0.68

Urooj et al.50 SaDE-WNN MRI 304 MCI, 258 AD 0.94 0.98 0.86 0.97

Rashid et al.16 Biceph-net (CNN-based) MRI N/A for ADNI alone 0.98

Current work MyGNG NT 345 MCI, 150 AD 0.91 0.84 0.94 0.97

CN-MCI-AD Zhou et al.56 DNN; SVM; SAE+SVM MRI, PET, SNP 226 CN, 157 sMCI, 0.65

389 MCI, 205 pMCI, 190 AD

Esmaeilzadeh et al.57 3D-CNN MRI 230 CN, 411 MCI, 200 AD 0.61

Basheera and Sai58 CNN MRI 117 CN, 112 MCI, 120 AD 0.87 0.87 0.9 0.89

Cohen et al.59 1D-CNN; ANN qMRI, APOE, 1299 CN, 1683 MCI, 794 AD 0.88

demographic,

NT, CSF

Sarraf et al.60 MCADNNet; DeepAD sMRI, fMRI 183 CN, 905 MCI, 263 AD 1.0

Chen et al.61 CNN+iterated RF; MRI 60 CN, 97 MCI, 43 AD 0.89 0.89 0.89

CNN; CNN+SVM;

CNN+kNN; CNN+RF

Rashid et al.16 Biceph-net (CNN-based) MRI N/A for ADNI alone 0.97

Sharma et al.62 CNN+ensemble sMRI, PET 200 CN, 200 MCI, 200 AD 0.97 0.97 1.0

RVFL+RVFL;

CNN+RVFL; CNN

Khan et al.63 VGG MRI 75 CN, 75 EMCI, 80 LMCI, 85 AD 0.99

Current work MyGNG qMRI, CSF, NT 229 CN, 402 MCI, 188 AD 0.86 0.8 0.9 0.86

ADNI: Alzheimer’s disease neuroimaging initiative; MCI: mild cognitive impairment; CN: cognitively normal; AD: Alzheimer’s disease; 3D: three-dimensional;
CNN: convolutional neural network; Accu: accuracy; APOE: apolipoprotein E; AUC: area under the curve; CSF: cerebrospinal fluid; DSA: deeply supervised
adaptable; fMRI: functional magnetic resonance imaging; MyGNG: modular hybrid growing neural gas; NT: neuropsychological tests; PET: positron emission
tomography; pMCI: progressive mild cognitive impairment; qMRI: quantitative magnetic resonance imaging; RVFL: random vector functional link; SaDE-WNN:
self-adaptive differential evolution wavelet neural network; SAE: stacked auto-encoder; Sens: sensitivity; sMCI: stable mild cognitive impairment; sMRI:
structural magnetic resonance imaging; SNP: single nucleotide polymorphism; Spec: specificity; EMCI: early mild cognitive impairment; LMCI: late mild
cognitive impairment; RF: random forest; SVM; support vector machine; kNN: k-nearest neighbor.
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MMSE test, an item of the clock drawing test, a subscore of the
neuropsychiatric inventory scale, and the age of the patient. In
this ranking, ABETA had an FCBF score of 0.4, whereas the
second one, MMDATE, 0.15, and the rest, lower than 0.13.

A refining process of this feature set was carried out in
order to reduce its size while trying to improve its quality
for the multiclass task, which implied selecting other fea-
tures. This refining process was iterative, one feature at a
time, and its goal was to find a new set of features that
ensured higher inter-class and lower intra-class distances
than the set of features already marked as optimal, starting
from the one based on the FCBF ranking. The final set,
which was subsequently used to create the input vector of
our neural computing system, should be the one where
the samples from the same class remain near whereas
higher distances exist between those from different
classes. This extra process was carried out because of the
higher complexity of the task due to being multiclass.

For this refining process, several information on the fea-
tures were taken into account. Before adding a feature from
the available ones, its biological relevance was analyzed
according to AD-related clinical bibliography,51,52 and its
adequacy for the diagnostic problem addressed by means of
analyzing descriptive statistics (mean, standard deviation,
and interval), and clustering quality metrics (Silhouette,
Davies–Bouldin, and Calinski–Harabasz scores).53–55

Conversely, for the discarding of a feature, only the latter
two sources were used. After the refining process, the
optimal feature vector for this classification task is obtained.

The final set of features comprised, Table 4: a demo-
graphic data, a quantitative neuroimaging measurement
that measures the volume of the ventricles, a CSF value
that measures the quantity of Abeta, and the main scores
of two neuropsychological tests (one of them and a sub-
score of the other were already used for the MCI-AD clas-
sification task). It should be noted that some of these
features, such as the volume of the ventricles and the final
score of the FAQ test, did not appear in the feature set
obtained from the FCBF ranking as they were selected
afterward during the iterative refining process. Also, all
the subscores of the MMSE test were substituted with the
total score. The AD-related bibliography was used to
confirm if this final set of features was biologically relevant
and could be extrapolated to other non-ADNI MCI and AD
populations.

The same best combinations of hyperparameters of the
MyGNG found in the “MCI versus AD” section, one
when 4 PCs were used and another one when 3 PCs were
used, were now tested in the CN-MCI-AD classification
task. In Table 5, the performance results of the MyGNG
in each of the eight scenarios that were studied are shown.

Similar to what was done in the “MCI versus AD” sub-
section, some works from other researchers that tackled the
CN-MCI-AD multiclass classification task and used data
from ADNI were selected from the existing literature to

Table 5. Performance results of the MyGNG in each of the eight
scenarios studied (CN-MCI-AD classification task).

Scenario

With
AGE

Scaling
method

No.
PCs Accu Spec Sens AUC

No Standard 3 0.8446 0.7587 0.8794 0.8117

No Standard 4 0.8142 0.7222 0.8611 0.757

No Robust 3 0.8366 0.7734 0.8867 0.81

No Robust 4 0.8549 0.7843 0.8922 0.8188

Yes Standard 3 0.8319 0.7833 0.8916 0.8304

Yes Standard 4 0.863 0.8036 0.9018 0.8576

Yes Robust 3 0.834 0.7646 0.8823 0.812

Yes Robust 4 0.859 0.7884 0.8942 0.8311

MyGNG: modular hybrid growing neural gas; CN: cognitively normal; MCI:
mild cognitive impairment; AD: Alzheimer’s disease; Accu: accuracy; AUC:
area under the curve; PC: principal component; Sens: sensitivity; Spec:
specificity.
The best values of the different performance metrics are highlighted in bold.

Table 4. Characteristics of the subjects: The five attributes used by
the model as input (AGE was used only in half of the scenarios).

AD MCI CN

Number of subjects 188 402 229

AGE: mean 75.26 74.76 75.87

AGE: StD 7.51 7.35 5.01

VENTRICLES: mean 51290.72 45076.82 35785.35

VENTRICLES: StD 26713.07 24276.12 20288.15

ABETA: mean 607.64 741.98 1234.71

ABETA: StD 274.38 345.5 453.74

FAQTOTAL: mean 13.14 3.85 0.14

FAQTOTAL: StD 6.82 4.48 0.6

MMSCORE: mean 23.28 27.01 29.11

MMSCORE: StD 2.03 1.78 1

AD: Alzheimer’s disease; MCI: mild cognitive impairment; CN: cognitively
normal; StD: standard deviation.
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qualitatively compare our method with, Table 3. Generally
and as expected, performance results are lower than in the
binary task. MyGNG yielded equivalent performance
results, sometimes higher. Unlike in the binary task, our
system made use of, apart from neuropsychological tests
as in the binary task, quantitative neuroimaging and CSF.
Those approaches that outperformed MyGNG varied from
CNN variants (such as the VGG in Khan et al.63) to non-
monolithic approaches, such as modular methods that com-
bined a CNN whether with an ensemble of random forest
(RF)61 or with an ensemble of random vector functional
link (RVFL) networks plus a following module made
from a single RVFL.62

Comparative studies with ML models
For both classification tasks our ANN-based method,
MyGNG, was compared with several popular supervised
ML models: a decision tree (DT) (flowchart-like structure;
easier to interpret than ANN),64 a Naïve Bayes (NB) classi-
fier (based on applying the Bayes’ theorem and assuming
that the features are strongly independent given class),65

an RF (an ensemble of DT, each trained with a random
subset of features; the class that is returned is the one
chosen by most DT),64 a support vector machine (SVM)
(builds an hyperplane usually in a high-dimensional space
to separate classes; using certain kernel functions allow sep-
aration of non-linear data),66 and a multilayer perceptron
(MLP) (a feedforward ANN able to separate non-linear
data, unlike the perceptron).67

These ML models were implemented with “scikit-learn”
and “Keras,” popular ML and DL Python modules, respect-
ively.38,68 Best results were achieved by models with the
following combinations of hyperparameters. For DT,

Pruning = at least two instances in leaves; at least five
instances in internal nodes; maximum depth = 100;
Splitting: Stop splitting when majority reaches 95% (classi-
fication only); Binary trees: Yes for NB, scikit-learn’s
default values. For RF, number of trees = 10; maximal
number of considered features = unlimited; replicable train-
ing = No; maximal tree depth = unlimited; stop splitting
nodes with maximum instances = 5. For SVM, C = 1.0,
ε = 0.1; Kernel: radial basis function; exp(−auto|x− y|2);
numerical tolerance: 0.001; iteration limit: 100. For MLP,
hidden neurons = (16, 8); activation function = “relu”;
solver = “rmsprop.”

In Table 6, we compared the MyGNG performance
results with those obtained by other popular ML methods
in the scenario which was found optimal for the MyGNG:
with AGE, standard scaling, and 3 PCs.

A similar comparison can be found in Table 7 for the
CN-MCI-AD classification task. In this case, the scenario
that was considered optimal for the MyGNG was: with
AGE, standard scaling and 4 PCs.

Discussion
Throughout the “MCI versus AD” and “CN versus MCI
versus AD” subsections it has been shown that our intelli-
gent system based on the MyGNG is quite competent for
both classification tasks related to the early diagnosis of
AD, MCI-AD and CN-MCI-AD.

According to the eight different scenarios based on the three
questions thatwewanted to reply, theMyGNGconsiders bene-
ficial data that have been scaled in the standard way, data that
have been projected with 4 PCs, and adding AGE to the
feature set. The latter occurred for the rest of ML algorithms

Table 6. Comparison of the MyGNG and several popular neural and
non-neural ML methods (MCI-AD classification task).

Method Accu Spec Sens AUC CUI+ CUI−

MLP 0.8343 0.8986 0.6867 0.7925 0.5298 0.7927

RF 0.9172 0.9623 0.8133 0.8876 0.7364 0.8881

DT 0.899 0.9391 0.8067 0.8728 0.6888 0.8622

NB 0.9152 0.9391 0.86 0.8994 0.7406 0.8823

SVM 0.9293 0.9739 0.8267 0.9 0.771 0.9043

MyGNG 0.907 0.84 0.9362 0.966 0.8722 0.721

Accu: accuracy; AUC: area under the curve; CUI: clinical utility index; DT:
decision tree; MLP: multilayer perceptron; MyGNG: modular hybrid growing
neural gas; NB: Naïve Bayes; RF: random forest; Sens: sensitivity; Spec:
specificity; SVM: support vector machine; ML: machine learning.
The best values of the different performance metrics are highlighted in bold.

Table 7. Comparison of the MyGNG and several popular neural and
non-neural ML methods (CN-MCI-AD classification task).

Method Accu Spec Sens AUC CUI+ CUI−

MLP 0.6874 0.8437 0.6874 0.749 0.4755 0.7126

RF 0.8291 0.9243 0.8291 0.8675 0.7014 0.8461

DT 0.7558 0.9078 0.7558 0.8318 0.6083 0.8004

NB 0.8035 0.9017 0.8035 0.8532 0.6469 0.8135

SVM 0.8046 0.9023 0.8046 0.846 0.6481 0.8143

MyGNG 0.863 0.8036 0.9018 0.8576 0.7442 0.7305

ML: machine learning; Accu: accuracy; AUC: area under the curve; CUI:
clinical utility index; DT: decision tree; MLP: multilayer perceptron; MyGNG:
modular hybrid growing neural gas; NB: Naïve Bayes; RF: random forest;
Sens: sensitivity; Spec: specificity; SVM: support vector machine; MCI: mild
cognitive impairment; CN: cognitively normal; AD: Alzheimer’s disease.
The best values of the different performance metrics are highlighted in bold.
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as well, hence demonstrating the usefulness of also using this
demographic information that is considered an AD risk factor.

Despite the fact that features obtained with neuroima-
ging techniques, mainly MRI, and CNN models, which
are considered the state-of-the-art and prevalent combin-
ation, were used in all but one of the works found for
MCI-AD and that used ADNI data,15,13,18,50,16 our
MyGNG and neuropsychological tests combination per-
formed better than some of them. Also, it required not
only a fraction of the training time and computational
power but also several orders of magnitude lower
number of hyperparameters to tune. Taking into
account the most reliable performance metric robust to
class unbalanced datasets of those used in this work
(i.e. AUC), the MyGNG was only outperformed by one
of the ML models in CN-MCI-AD, Table 7, whereas it
yielded the best values in MCI-AD, Table 6. In
CN-MCI-AD, the winner ML model was an RF, a type
of ensemble. Ensemble-based systems are generally con-
sidered more advantageous and powerful than single-
expert systems,69 as is the MyGNG. In addition to this,
and according to our results, this gain existed but only
occurred in the multiclass problem, which is more
complex. In both classification tasks, the MyGNG
yielded the highest CUI+ and sensitivity values. The
latter indicates that it preferred to classify a subject as

AD, the minority class, which is when more worrisome
are the symptoms and more treatment is needed, some-
thing that is usually of interest to clinicians and health
systems. On the contrary, the accuracy and specificity
of the MyGNG were lower, values for the first metric
might be explained by the class unbalanced dataset.

Our MyGNG was also compared with other ML
models graphically presented by ROC curves, Figures 3
and 4. They showed that the MLP performed poorly in
both tasks, whereas our MyGNG outperformed the
others in the binary classification task, and all but one
in the multiclass case. This is especially noticeable
when the false positive rate (FPR) has higher values in
both tasks and for almost any FPR values in the binary
task. The rest of the ML algorithms behaved similarly
to each other.

Regarding the clinical relevance of our model, it is
focused on primary care, albeit it can also be utilized in
specialized one. The criteria that have been used are fast
and non-expensive, even more so when in some cases
the subscores of neuropsychological scales and not the
total scores are required. As less time is needed for each
patient, their quality of life might improve. On the other
hand, performance results have been reported with the
CUI metric, which measures the real clinical utility of
diagnostic criteria so some authors consider it useful and

Figure 3. ROC curves of the MyGNG and the ML algorithms in the MCI-AD classification task. ROC: receiver operating characteristic;
MyGNG: modular hybrid growing neural gas; ML: machine learning; MCI: mild cognitive impairment; AD: Alzheimer’s disease.
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relevant for clinicians.39,10 According to the interpretation
in Mitchell,39 MyGNG yielded CUI+ and CUI− values
considered “good” in the multiclass classification task,
increasing to “excellent” for the CUI+ in the binary
task. Therefore, the computational solution for AD diag-
nosis presented in this work has a clinical utility good
enough to make it adequate as a translational medicine
product. Finally, it is planned to integrate the MyGNG
in eHealth systems, such as EDEVITALZH,70 which
will enable us to make diagnoses anywhere and at any
time, and therefore lead us toward universal diagnosis.
Furthermore, this integration will bring along some valu-
able information regarding the generalization capabilities
of our MyGNG-based system.

This study has potential limitations. Regarding data, ADNI
was the source of all the data we used, which might imply two
shortcomings: a possibly reduced generalization to older popu-
lations from other regions, and the limitation to the cohorts/
classes, modalities, and clinical criteria available in this data-
base. Examples of these three limitations are: patients in
ADNI have not been categorized within the AD continuum
by means of Amyloid-Tau-Neurodegeneration (ATN) profiles
(however, it could be possible with some of the criteria already
available in ADNI71); there is no optical coherence tomog-
raphy angiography data; and several neuropsychological

scales are unavailable). Unfortunately, no solution to these lim-
itations is possible within ADNI unless ADNI procedures
change, so other databases, probably private, would be required
to surpass these shortcomings. About the method, MyGNG,
although it can also be used in specialized attention, has
been primarily focused on primary care, so it is currently
unable to work with neuroimaging data unless they are in a
quantitative format. Finally, our comparison with other
authors’works was limited, so a broader one will be of interest
to researchers, especially if approaches based on non-neural
methods are also included.

Conclusions
In this work, we have really improved the first proposal of
the ontogenic ANN MyGNG, by just changing the super-
vised module for a simpler one, nothing more than a percep-
tron algorithm scheme. We have analyzed the behavior of
the improved MyGNG in two classification tasks related
to the early diagnosis of AD: MCI-AD and CN-MCI-AD.
According to our results, this MyGNG proved to be a
better computational solution than the other ML algorithms
that were compared with and was only slightly outper-
formed by an ensemble method, an RF, in the multiclass
task regarding some of the used performance measurements.

Figure 4. ROC curves of the MyGNG and the ML algorithms in the CN-MCI-AD classification task. ROC: receiver operating characteristic;
MyGNG: modular hybrid growing neural gas; ML: machine learning; CN: cognitively normal; MCI: mild cognitive impairment; AD:
Alzheimer’s disease.
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Additionally, in both tasks, qualitative comparisons with pro-
posals from other authors delivered surprising results, as most
of them were DL-based and made use of data from neuroima-
ging techniques, the state-of-the-art. In MCI-AD, some of
those works were outperformed by our MyGNG combined
with only six features derived from three neuropsychological
tests. Similarly happened in CN-MCI-AD with demographic
data, a quantitative neuroimaging measurement, a CSF
value, and two neuropsychological tests.

The main contributions of this work can be grouped into
clinical and computational. In the first group, there are
several. Our dataset is built with features obtained with non-
invasive modalities, that are fast to collect. Another increase
in speed in the data-gathering process is obtained thanks to
the usage of subscales instead of the total score of the
neuropsychological scales. A major advantage of our
system is its low complexity, so it is convenient for both
primary and specialized care and can be used not only in
hospitals and medical sites but also in sociosanitary institu-
tions. In the second group, our system is based on a new
neural architecture, the MyGNG. This neural architecture
is an ontogenic ANN so it is more adaptive to the space
of the problem because it is also able to modify its structure,
adjusting more and better to that space. Furthermore, a
faster learning is enabled by its hybrid nature. On the
other hand, the MyGNG has outperformed several DL
approaches in the same classification tasks. Non-deep solu-
tions as the one presented in this work have several times
fewer parameters to configure, train a lot faster, and do
not require expensive and complex hardware for the train-
ing process to be done in a reasonable time. Moreover,
due to its modular design, it is possible for both modules
in the MyGNG to learn dynamically. Finally, as with
other methods, MyGNG can be integrated into eHealth
systems, allowing its online use.

Regarding future works, the MyGNG tackling other
classification tasks will be worthwhile. Further analysis of
the features and preprocessing techniques may be helpful
in these classification tasks, and probably mandatory with
others. More complex ontogenetic neural architectures
may arise, which will be more powerful and might
perform optimally in these tasks. Other technical advances
can also be incorporated such as better validation frame-
works and faster computing, among others.
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