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Abstract: Event cameras are bio-inspired devices that have revolutionized the acquisition of visual
information by mimicking the neural architecture of the eye. These cameras respond asynchronously
to changes in scene illumination at the pixel level, providing high-precision time information with low
latency, typically in the order of microseconds. In this work, we experimentally evaluate an optical
camera communication (OCC) link using an LED-based transmitter and an event camera as the
receiver. We propose n-pulse modulation to encode data, adapting the system to the specific charac-
teristics and operational principles of event cameras. The proposed scheme significantly reduces the
demodulation complexity compared to other alternatives found in the literature. Furthermore, a set
of experiments considering different camera bias sensitivities, encoding duty cycles, and LED radiant
fluxes were carried out. The results showed that the BER performance was strongly dependent on
the received optical power and the bias sensitivity. In addition, duty cycles between 0.3 and 0.7 at a
200 Hz transmission frequency presented the best performance, with a BER below 1.25 × 10−4, which
is under the forward error correction (FEC) limit. This work showcases the cutting-edge capabilities
of event-camera-based OCC technology and contributes to the ongoing revolution in optical wireless
communication (OWC).

Keywords: optical camera communication; event camera; optical modulation waveform

1. Introduction

The exponential proliferation of wireless devices relying on radio frequency (RF) sig-
nals for communication, coupled with the increase in demanding fast data rate applications,
has resulted in the saturation of the shared spectrum and bandwidth scarcity. In response to
these issues, the use of higher frequency bands, including millimeter waves and terahertz,
has emerged as a complementary solution. The current 5G definition considers the use of
higher frequency bands around 24.1–27.8 GHz, and it is planned to also utilize the 40 GHz
and 60 GHz frequencies in the near future [1,2]. Above the terahertz spectrum, optical
wireless communication (OWC), operating from 350 to 1550 nm (spanning from ultraviolet
to mid-infrared bands), has emerged as a potential solution for mitigating the challenges
posed by the escalating demand for bandwidth and communication resources [3].

Traditional OWC-based technologies such as light-fidelity (LiFi) and visible light com-
munication (VLC) target applications in which high to very-high data rates are needed [4].
On the other hand, optical camera communication (OCC) is a subtype of optical wireless
communication (OWC) technology that utilizes image sensors as receivers operating in
either the infrared (IR) or visible bands. In comparison to other OWC technologies, OCC
presents several advantages. First, it allows the use of current component-off-the-shelf
cameras present in many devices as receivers, without additional adaptation. Second, these
devices offer inherent spatial division multiplexing (SDMA) capabilities thanks to the use
of image-forming optics and a large number of pixels. As a result, OCC-enabled devices
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can simultaneously collect information from a massive number of endpoints, making them
suitable for communication and various other applications. This latter feature fits into
one of the joint communication and sensing (JC&S) paradigms of 6G, which integrates
sensing and communications operations on a single piece of hardware, while using the
same spectral resources [5].

Due to its cost-effectiveness and highly aggregated information-carrying capability,
OCC has garnered significant attention in indoor and outdoor domains, including for
intelligent transportation and positioning systems [6], underwater communication [7],
and IoT connectivity [8]. While OCC appears to be a promising solution for addressing
challenges in wireless communication systems, it presents some limitations. These include,
but are not limited to, a low data rate resulting from the receiver’s low sampling rate,
reduced dynamic range, high power consumption, and large latency [9].

The latest advancements in alternative camera technologies, such as event, multispec-
tral, hyperspectral, and thermal, have opened up new possibilities in the field of OCC. The
bio-inspired technology of “silicon retinas”, proposed in [10], mimics the neural architec-
ture of the eye, introducing a new philosophy on how visual information can be gathered.
These “silicon retinas”, which have received other nomenclatures such as event-based
cameras or dynamic vision sensors (DVS), respond asynchronously to scene illumination
variations at the pixel level, offering high-precision time information and low latency (both
in the order of microseconds). In contrast, conventional cameras typically acquire absolute
intensity image frames at fixed time intervals. DVS devices measure pixel-wise brightness
changes asynchronously rather than measuring absolute brightness at a constant rate [11].
Since DVS presents a sparse, fast, and highly dynamic range output, they can overcome the
limitations of frame-based cameras [12]. In this study, an optical communication system
utilizing an LED as the transmitter and an event camera as the receiver is comprehensively
evaluated. Moreover, the use of n-pulse modulation to encode data into light signals for
transmission is proposed to diminish the complexity of the reception routine concerning
the current state of the art.This modulation technique, specifically adapted to the event
transition detection DVS operation, enables the reception of separable symbols at the
receiver’s end. As a result, the decoding process becomes highly effective and computation-
ally efficient, only requiring counting event transitions to demodulate the data. Through
this approach, this work demonstrates the achievement of a below-FEC-limit data link,
showcasing the potential of this technique. The remainder of this paper is structured as
follows: Section 2 describes the current state-of-the-art optical communication systems
using event cameras. Section 3 provides background about event cameras, DVS pixels,
and their main parameters. Furthermore, Section 4 formalizes the used encoding and
decoding techniques, whilst Section 5 describes the methodology defined to obtain the
results presented in Section 6. Finally, Section 7 concludes the paper.

2. Related Work

The use of camera technologies other than traditional CMOS-based ones has experi-
enced a significant surge in recent years. For example, Moreno et al. suggested employing
multispectral sensors to enhance the link capacity and multiplexing capabilities of OCC
links [13]. Additionally, Guerra et al. investigated the application of thermographic cam-
eras for communications in specific niche applications [14]. In this context, event cameras
have been proposed as optical receivers, capitalizing on the a priori higher achievable
data rate. This is primarily attributed to the different paradigm used for data gathering,
which operates asynchronously rather than in a frame-based manner. Accordingly, event
cameras offer advantages for use in real-time interaction systems, such as wearable elec-
tronics [15], robotics [16], and unmanned aerial vehicles (UAVs), where low latency and
energy efficiency are required. However, the operational characteristics of these cameras
introduce new challenges, such as stream data processing, contrasting with the traditional
frame-based processing utilized in OCC.
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In [17], a method was proposed for the low-latency pose tracking of a drone in
movement. This approach utilizes a DVS camera as the receiver and several LEDs as
markers. Differentiation of markers on the aerial vehicle is achieved by employing different
tags blinking frequencies (above 1 kHz and below 2 kHz). Tracking the position of a set of
markers involves computing the time interval between successive transitions of events of
the same polarity. Then, individual “evidence maps” are constructed, one for each active
marker, corresponding to the probability that the marker is located at a given pixel. Finally,
after detection, a particle filter and a multi-hypothesis tracker are used to reconstruct the
object’s pose. Experiments showed that DVS performance was not affected by fast motion,
unlike the CMOS camera, which suffered from motion blur. This initial study confirmed
that event camera technology is a promising candidate for detecting and identifying light
transmitters, even in motion.

Later, a camera communication system utilizing a neuromorphic vision sensor (NVS)
and algorithms for detecting and demodulating light sources was proposed and imple-
mented in [18]. The system employed LED clusters operating within the infrared (IR)
spectrum (940 nm) and a single RGB LED as transmitters. Data encoding was achieved
through pulse position modulation (PPM) with a duty cycle set at 10%. The detection pro-
cess begins by generating artificial synchronous frames using events captured by the NVS
camera, ensuring a frame rate at least twice the transmitted blinking frequency. In practice,
a frame rate of forty times the transmitter frequency (40·T f ) is employed. Subsequently,
clusters of pixels potentially associated with modulated light sources are extracted from the
artificial frames. This involves computing the union of a subset of the artificial frames and
detecting pixel clusters of sizes equal to or greater than S × S pixels. The q pixel sets are
then utilized to generate waveforms, combining positive and negative events separately.
To detect the beginning of a packet, a matched filter employing a start frame delimiter
(SFD) as a template is utilized. Data extraction involves identifying peaks in the filtered
waveform, enabling accurate demodulation. Subsequently, the waveforms are sampled by
subtracting consecutive pairs of samples, with each pair representing a symbol. Decisions
are made based on the sign (positive or negative) resulting from this operation, with a
positive outcome denoting a logical ‘0’ and a negative outcome indicating a logical ‘1’.
Due to the refractory period effect, the use of a pixel cluster was found to be essential for
effective data decoding. Experimental results showed that at a peak illuminance of 60 lux,
with the transmitters located at a distance of 5 m from the receiver, the system achieved a
bit error rate (BER) performance of 4.58 × 10−4 for a transmission rate of 500 symbols/s
and pixel set size of 5 × 5 pixels.

In [19], the performance of an optical camera communication (OCC) link was quantita-
tively evaluated, considering various LED transmission rates and communication distances
for the DVS camera used as the receiver. The transmitted LED signal encoded message
characters (ASCII) into data packets using the UART protocol, which incorporated a parity
bit, a start bit, and two end bits. The modulation technique employed was on-off (OOK)
keying. Upon capturing the transmitted data with the event camera, pixel detection stimu-
lated by the LED transmitter is carried out using a time-sliding window algorithm. The
LED detection module utilizes conventional blob detection and tracking methods to detect
the LED transmitter pixels. A sliding window of events is used to compute a pixel-based
index, representing the presence of events. High indices indicate a flickering light source
with many events evenly balanced between positive and negative polarities. Subsequently,
an image morphology is applied to the resulting binary image, to close holes within blobs
and enhance detection and tracking robustness. From the list of blobs, the N highest-
ranked candidates are identified, and the associated events are aggregated and passed to
separate asynchronous demodulation blocks. This algorithm systematically sorts through
non-beacon blobs, identifying beacon blobs and tracking active beacons in real time. In
addition, an asynchronous event-based high-pass filter is utilized to remove low-frequency
drift in event data, while preserving high-frequency variations triggered by the smart visual
beacons. The filter asynchronously computes the corresponding continuous-time intensity
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estimated in log scale, triggered due to event reception. High and low-level threshold
values based on the camera sensitivity to positive and negative brightness changes are
defined. The threshold trigger incorporates a hysteresis property, ensuring stable switching
between high and low thresholds. If the estimated intensity crosses the respective threshold,
an uprising or falling edge is triggered. To detect the start bit of each character, a method
that detects two rising edges followed by a falling edge is implemented. The proposed
method achieved up to 4 kbps in an indoor environment and a lossless transmission using
a transmission rate of 500 bps, in full sunlight, at a distance of 100 m.

As outlined in this section, only a few studies have explored the use of event cameras
as receivers for optical camera communication (OCC) systems. Both referenced works uti-
lized computationally expensive demodulation algorithms with multiple steps. Therefore,
conducting tests with alternative modulation schemes that enable efficient demodulation
algorithms at the receiver end is crucial. This adaptation is essential for meeting the diverse
requirements of applications such as autonomous driving [20], which faces limitations in
both computational resources and energy.

3. Event Cameras

Event cameras, unlike traditional cameras, generate data events described using the
time (timestamps), pixel location (x, y), and 1-bit polarity, representing the brightness
change (i.e., brightness increase (‘ON’) or decrease (‘OFF’)) [21,22]. As shown in Figure 1,
each DVS pixel continuously and asynchronously monitors the brightness level of the
input. Whenever a pixel detects a significant step-change, such as a sudden increase or
decrease in brightness compared to the last recorded value, this triggers a new event. As
the DVS processes the visual input, events are generated in real time. Unlike traditional
cameras that capture images at fixed intervals (frames per second), the DVS generates
events asynchronously. Therefore, the output of a DVS camera has a variable data rate.
The generated events represent non-redundant information about local brightness changes.
Instead of transmitting full-frame images, the DVS selectively encodes only the essential
changes. This approach leads to a more efficient representation of the visual input, as
redundant information is omitted, and only the significant changes are captured in the
event stream.

OFF
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Figure 1. Principle of operation of events cameras [12,22]. As brightness increases until reaching
the “on threshold” value, positive events are generated. Conversely, as brightness decreases until
reaching the “off threshold”, negative events are triggered. Due to the refractory period, events have
a limitation on consecutive spiking, as indicated by an ‘x’.

The main characteristics of the events cameras are the following: the spatial resolution,
determined by the number of pixels in the image sensor; the dynamic range (DR), range
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of brightness levels (difference between brightest and darkest detectable intensities) that
the event camera can capture (expressed in dB); the temporal resolution, defined as the
discrete measurement resolution of the event, characterized by the time unit of the event
timestamp detection time [23]; the maximum throughput, referring to the highest data rate
the camera can output to the shared bus, typically in million events per seconds (Meps);
the latency or the time delay between the occurrence of an event and the transmission of
the data to the output bus; and the contrast sensitivity, which is the sensitivity to changes
in brightness that report events.

The following subsections provide the background for the DVS pixel, and the potential
impact of the key parameters on optical camera communication systems, bandwidth, the
refractory period, and bias sensitivity.

3.1. DVS Pixel

The DVS pixel circuit transforms light intensity values into events through the fol-
lowing five steps. First, the photoreceptor converts received photons into a photocurrent
(iph). Then, the analog circuitry transduces the photocurrent into a voltage (Vout), which is
logarithmically related to the incident light intensity (using a trans-impedance logarithmic
converter, TLC). Second, a source follower (SF) buffer isolates the photoreceptor signal
from the rest of the circuit. Third, a switched-capacitor differential amplifier (DA) amplifies
changes (∆V) between the current signal and the memorized value, corresponding to the
intensity sampled after the last event was reported. Up to this point, all the signals involved
are analog. Section 4 involves comparing the amplified signal with ON and OFF thresholds.
When either threshold is reached, this triggers the generation of either an ON or an OFF
event, which is then transmitted externally from the array. When two or more pixels send
digital data values to the shared bus simultaneously, an arbiter protocol named the address
event representation (AER) protocol interferes to avoid data collision. The AER protocol
queues the digital data, which await their turn to be sent by the shared bus. Due to the
waiting time, the timestamp corresponds to the moment of data transmission to the output
bus and not to the time of event detection (latency effect). When using this arbitration
mechanism, the arbiter ensures that a row or column, once serviced, is guaranteed not
to be served again until all other rows and columns with registered requests have been
completed (non-greeding) [24]. In the last part, once the event is sent out to the shared
bus, the AER protocol sends an acknowledgment digital signal to reset the value stored in
the DA, memorizing a new intensity value and consequently allowing the pixel to spike
another event [12]. The scheme of the DVS pixel can be seen in Figure 2.
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Figure 2. DVS architecture. This diagram illustrates all steps involved in transforming analog light
intensities into events. All the pixels share the same AER arbiter and output bus.

3.2. DVS Main Parameters

The bandwidth of the DVS pixel is related to the maximum stimulus frequency that the
pixel circuit can respond to. The latter is governed by the physical characteristics of the pixel
construction, namely the parasite capacitance added by the photodiode, and transistors
among other causes. On the other hand, the bandwidth of DVS cameras is defined as the
maximum number of events that can be sent through the output bus simultaneously. In
optical communication systems, a noisy environment can reduce the link performance
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due to the saturation of the output bus with events that do not carry information (noise).
Another cause of bus saturation is the use of multiple blinking transmitters. Therefore,
event cameras with large throughput values are more suitable in outdoor environments or
when multiple transmitters are used.

Moreover, the refractory period is a parameter that limits the maximum firing rate of
individual pixels [22], preventing a small group of pixels from monopolizing the entire bus
capacity. After a pixel reports an event to the output bus, a reset signal is generated, setting
∆V to a reset state value independent of the input; therefore, no new events can be spiked.
∆V is held in reset state for a time known as the “refractory period”. Consequently, if the
light stimulus changes rapidly, a single pixel of the event camera cannot capture high-speed
changes, due to the refractory period effect. Therefore, the refractory period limits the
maximum speed rate at which the optical communication link can operate. To overcome
this limitation, data from multiple pixels could be considered for detecting fast-change
incident light sources, as illustrated in Figure 3.
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Figure 3. Effect of the refractory period in capturing a high-speed light stimulus. When one pixel
(Pixel 1) is considered, it becomes apparent that rapid changes in light intensity cannot be adequately
detected. Therefore, it becomes necessary to consider more than one pixel to effectively capture rapid
changes. In the example, Pixel 1 and 2 detect the positive brightness changes, while Pixel 3 detects
the negative ones.

Finally, event cameras have a programmable bias sensitivity, which adjusts the sys-
tem’s sensitivity, bandwidth, contrast threshold, and refractory period values [25]. Typically,
manufacturers provide the option to configure the bias, but the exact reference value to
which each corresponds is not given. This lack of information can be a limitation when
trying to model a system accurately. In the DVS camera used for the experiments, five
possible values of the bias sensitivity existed: the “VeryLow”, “Low”, “Default”, “High”,
and “VeryHigh” that could be set in the camera. Across this range of parameter settings,
the camera can detect more (“VeryHigh” sensitivity) or less (“VeryLow” sensitivity) events.
Lower bias sensitivity values result in increased noise robustness (defined as non-data-
carrying light signals) but require a greater stimulus for the camera to generate events.
Conversely, higher values of bias sensitivity enable the camera to detect events with smaller
light intensity changes but increase sensitivity to noise. This parameter could be used for
adaptive optical communication systems [26], similarly to the automatic gain control loop
used in conventional image sensors [22].

4. Fundamentals of n-Pulse Scheme

This section provides both an intuitive description and a mathematical formulation of
the n-pulse scheme used for dramatically reducing the complexity of the reception schemes
in event-camera-based OCC links.
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4.1. Modulation

For transmitting data using an LED, we can employ a modulation technique known as
count pulse, where symbols are represented by different numbers of pulses within a symbol
period. Each symbol is composed of a specific number of pulses with the same width
(τon [s]) and amplitude (A [Lux]). Within a set of symbols, the pulse width is determined
by the maximum number of pulses (nmax) and the duty cycle (D) parameter. The duty cycle
is defined as the fraction of the sub-period during which the signal is active relative to
the total symbol duration. The duration of the pulse, τon, for a given duty cycle (D), the
maximum number of pulses (nmax), and symbol time (Ts) is given by

τon = D
Ts

nmax
, (1)

Meanwhile, the duration of the no activation of the pulse (τoff) is given by

τoff = (1 − D)
Ts

nmax
, (2)

and the guard time (τg) for the i-symbol (si) is given by,

τg,i = Ts − (τon · i)− (τoff · i), (3)

Finally, the expression for any symbol, given the prior parameters, is

Si =

{
A (j − 1) · Ts

nmax
< t ≤ (D + j − 1) · Ts

nmax
, ∀j ∈ {1, . . ., i}

0, otherwise.
(4)

Figure 4 illustrates a modulation example presenting a specific set of symbols. It can
be seen that the τg is different for every symbol, being the largest when the pulse number
is minimum (one pulse, s1) and the shortest when the number of pulses is maximum (smax
pulses, s4). With this modulation, we can encode up to ⌊ log2(nmax)⌋ bits. For simplicity,
we exclude the symbol with no present pulse.

Symbol 1

Ton

A

Toff Tg

Symbol 2

Ton

A

Toff Ton Toff Tg

Symbol 3

Ton

A

Toff Ton Toff Ton Toff Tg

Symbol 4

Ton

A

Toff Ton Toff Ton Toff Ton Toff

Figure 4. A set of symbols illustrating n-pulse modulations is displayed. The parameters used
include a maximum number of pulses (nmax) equal to 4 and a duty cycle (D) equal to 0.5. Each symbol
contains a specific number of pulses within the symbol time. With this configuration, we can encode
2 bits per symbol.
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4.2. Demodulation

For the use of this particular modulation technique at the transmitter, where each
symbol has a different number of pulses, we expect to have a different number of events at
the receiver side depending on the transmitted symbol. This is likely due to the response
of the DVS camera, which is sensible to brightness changes as explained in Section 3.
Therefore, depending on the number of events received, the data would correspond to
a specific transmitted symbol. To illustrate the above, in Figure 5, we show the event
distribution of positive events at the receiver side for two transmitter frequencies, 10 Hz
and 100 Hz, and four different symbols (from 1 to 4 pulses in each symbol period).
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Figure 5. Distribution of the events on the receiver side for different transmitted symbols, and
frequencies; 10 Hz (top) and 100 Hz (bottom). In both figures, it can be seen that all symbols are
completely separable on the received side.

To construct the event distribution, we repetitively transmit each symbol and, at the
receiver, count the occurrences of positive events during each symbol period. Subsequently,
we normalize the received event count by the total number of transmitted symbols. We can
note that depending on the number of received events, we can decide if the data correspond
to a specific symbol. For a frequency of 10 Hz, if the received events are between 12 and 14,
the transmitted symbol is likely to be symbol 1. In the same way, if the received events are
between 30 and 35 events, the transmitted symbol is likely to be symbol 4. In the example
with a transmitter frequency of 100 Hz, the number of pulses at the received side is the same
as the transmitted symbol, meaning that if the demodulator counts 1 pulse, the received
symbol would be symbol 1, and so on. These meaningful results imply that the candidate
demodulator would only need to count the number of events in every period of the symbol
time to estimate the transmitted symbol. In practice, counting transitions of events (from
positive to negative) yields more accurate results. This straightforward method proves to
be effective as long as the distribution of events on the receiver’s side is distinguishable
and separable.

As a consequence, when symbols are completely distinguishable in the distribution
space at the receiver’s end, the demodulator will confidently classify each set of samples
(events received in a symbol period) as one of the possible symbols with high probability
enabling effective data demodulation. However, in cases where symbols overlap, the
demodulator will classify samples with low probability, resulting in symbol error classifica-
tion, and degrading the performance of the OCC link. This particular scheme reduces the
demodulator complexity and energy consumption, a necessary condition for implementing
OCC in real-time or constraint systems.
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5. Methodology

In this section, we present a comprehensive overview of the experimental setup used to
conduct the experiments, the methodologies employed for implementing data transmission
and reception, and the metrics utilized to evaluate the system’s performance.

5.1. Experimental Setup

Figure 6 shows the experimental setup used for testing the OCC link performance
considering different parameters. For the transmitter, we used an SMD 1 mm × 0.5 mm
LED (20 mA) powered and controlled by a waveform generator. This configuration enabled
the LED to blink with configurable light offsets (A) [Lux] and switching frequency (f t) [Hz]
values [27]. The purpose of using a small LED was to avoid stimulating a large region
at the receiver. This allowed the stimulated pixels to maintain a reset state for a short
period, making them capable of detecting high-frequency transmitted data, as explained in
Section 3.2.

ReceiverReceiver

200mm

Receiver

Transmitter Function
Generator

Figure 6. Experimental setup showing an LED as a transmitter controlled by the function generator
and an event camera as the receiver. With this configuration, various parameters of both the trans-
mitter and the receiver could be adjusted to conduct experiments with different values representing
different scenarios.

To assess the viability of n-pulse modulation, we conducted experiments in a dark
room, using a distance of 200 mm. The use of a dark room aimed to prevent the stimulation
of other regions by external light sources at the receiver, which could have introduced
non-carrying data at the output bus, saturating it and potentially affecting the overall
system performance. In addition, the stimulation of a large number of pixels would have
increased the negative effects of the refractory period.

For the receiver side, we used a DVXplorer event camera from inivation (Zürich,
Switzerland). Its main parameters are depicted in Table 1. A lens with f /1.6 and 4–12 mm
focal length was mounted on the camera during the experiments.

Table 1. Main parameters of the DVS camera.

Parameter Value Unit

Spatial Resolution 640 × 840 Pixels
Temporal Resolution 60–200 µs
Max Throughput 165 MEPS
Typical Latency <1 ms

Dynamic Range 90 (3–100 k lux)
110 (0.3–100 k lux) dB

Pixel pitch 9 µm
Connectors USB 3.0 C port
Power Consumption <140 mA-5VDC
Sensor technology 90 nm BSI CIS
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5.2. Methods

In this section, we explore the methods employed to establish a viable communica-
tion link. Synchronization facilitated the detection of the start frame delimiter, while an
additional guard time was implemented to enhance the effectiveness of symbol detec-
tion. Finally, we present a detailed description of the procedures used for identifying the
transmitter’s pixel location and demodulating symbols.

5.2.1. Synchronization

To synchronize the received data and detect the beginning of the packet, we added a
start frame delimiter (SFD) with a duration of three symbol periods.An SFD must differ
from any symbol being transmitted, ensuring easy detectability. It comprised two periods of
fast transitions and one period of no signal. The particular shape of the SFD, was designed
for easy detection at the receiver end. In Figure 7, we show the start frame delimiter at the
transmitter and how these data were received at the event camera.
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Figure 7. In the upper image, we can observe the start frame delimiter at the transmitter side, while
the lower image displays the data captured by the event camera.

It can be noted that, due to various factors, the received signal may not capture
all transitions from the transmitted signal. Nonetheless, it deviates sufficiently from
the shape of n-pulse symbols, making it distinguishable. For detecting the SFD, the
demodulator counts the number of transitions from positive events, followed by negative
events throughout 2 symbol periods. If the demodulator registers a count exceeding the
potential number of maximum transitions for n-pulse-modulated symbols, it effectively
detects the start of a frame.

5.2.2. Extra Guard Time

During the experiments involving the repeated and consecutive transmission of var-
ious symbols, the distribution of events at the receiver side became overlapped. This
adverse effect could have resulted in a poor performance for the OCC link. Consequently,
we introduced an additional extra guard time, comprising one symbol period with no
present signal, after every transmitted symbol. The distribution of events with this extra
guard time showed an improvement in terms of separability. The symbols constructed
with the extra guard time and the use of the start frame delimiter are illustrated in Figure 8.
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Figure 8. The signal at the transmitter side consisted of four symbols (1, 2, 3, 4) followed by a start
frame delimiter and an additional four symbols (1, 2, 3, 4). The inclusion of an extra guard time Tg

resulted in improved separability of the signal at the receiver.

5.2.3. Procedures

We tested the experimental setup using the n-pulse modulation scheme with various
transmitter and receiver parameters. For the transmitter, we employed different light offsets
(Lux), ranging from subtle illumination (13 Lux) to high brightness (75 Lux), ensuring
operation within the safe range of the LED’s capabilities. We also tested different frequency
values (Hz), which closely aligned with the findings of [19]. For the modulation, we
used different values of duty cycle (D) and a maximum number of pulses nmax equal to 4,
encoding 2 bits per symbol, as explained in Section 4.1. By selecting these parameters, we
tried to strike a balance between the number of modulated bits per symbol and the low
cardinality of the symbol set. For the receiver, we used different bias sensitivity values.
As explained in Section 3.1, this parameter sets the temporal contrast threshold and the
refractory period values. This setting determines the camera’s ability to detect, for instance,
subtle luminosity variations or rapid changes in the stimulus generated by the transmitter.
We transmitted a random word encoded with ASCII code. Each character was represented
by eight bits, and the word length consisted of 50 characters. This transmission was
repeated 20 times. In total, we transmitted 8000 bits. For each character, we used a start
frame delimiter every 8 bits (4 symbols in this setup) and an additional extra guard time of
1 symbol, as explained in Section 5.2.2.

The system initiated the detection of modulated lights, identifying pixels that exhibited
spikes caused by the blinking LED. It constructed a synthetic frame by aggregating all
events (both positive and negative) for each pixel. Subsequently, the synthetic frame values
were normalized to obtain “intensity” values ranging from 0 to 255. Then, to distinguish
the presence of the blinking LED pixels from the rest, an automatic image thresholding
technique was applied, namely Otsu’s method [8]. This method segregated pixels into two
classes, one that corresponded to pixels stimulated by the LED (high number of events)
and the other by different noise sources or not stimulated (low numbers of events) [28].
This method is effective as long as the receiver and transmitter remain stationary.

Then, for the group of pixels stimulated by the light source, the demodulator per-
formed the alignment process for the received event data. It detected the start frame
delimiter by counting transitions from positive events followed by negative events through-
out 2 symbol periods, as explained in Section 5.2.1. When the count exceeded the potential
number of maximum transitions for n-pulse-modulated symbols, detection was achieved.
After this, the demodulator performed the symbol decoding process, counting transitions
of events for every symbol period (considering the extra guard time used). Finally, the
demodulator searched for the next SFD, and the process was repeated.

All operations were coordinated by a computer. Consequently, to conduct the experi-
ments, the computer initially configured the signal waveform generator to set up the LED
with specific frequency and amplitude values. Subsequently, data representing the signal
were generated and loaded into the signal waveform generator using a script. This script
took as input the characters to be encoded and the modulation parameters (maximum
number (nmax) and duty cycle (D)). Once all configurations were completed, the computer
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proceeded to gather events with the camera and sent the start signal to the LED to initiate
data transmission for a specific duration (in seconds). The communication system pipeline
can be observed in Figure 9.

TransmitterFunction
Generator

Modulated
Light
Detector

Symbols
Decoding

DataEventsChannelModulated
Signal

Current
Control

Data

Pixels
Group

Synthetic FrameOn

Off

Event
Camera

"IDeTIC"

"IDeTIC"

Alignment

Event camera modulated light detector & Data decodingData Encoding

Start Frame
Delimiter

Symbols

Figure 9. Communication system pipeline, considering the data encoding system and the event
camera modulated light detector, in conjunction with the data decoding.

Among the group of pixels obtained by the detection of the modulated lights process,
we observed through experiments that the performance of the pixels varied substantially.
This difference could be attributed to the fact that the light stimulus did not reach every
pixel in the same manner or with the same energy. As in this work we are introducing
and testing a new modulation method, the procedure for choosing the right pixel for
demodulation was outside the scope of our study.

5.3. Metrics

In this section, we present, define, and describe the evaluation metrics used to assess
the system’s performance, including the bit error rate, spectral efficiency, and energy.

5.3.1. Bit Error Rate

For evaluating the optical camera communication link, we employed the bit error
rate (BER) metric, computed as the total number of incorrect received-demodulated bits
of the total number of bits transmitted. When N bits are transmitted, the minimum BER
achievable is

BERmin ≤ 1
N

. (5)

5.3.2. Spectral Efficiency

The spectral efficiency, a measure of the performance of channel encoding to utilize
bandwidth (BW) efficiently, was defined as the average number of bits per unit of time that
could be transmitted per unit of bandwidth [bits/s/Hz]. The spectral efficiency (η) for the
particular n-pulse modulation used was approximate as follows:

η =
Rb
BW

(6)

where Rb is the bit rate, also expressed as (1/Tb) = (log2 M/Ts) and BW is the bandwidth
that can be represented as M/(D · Ts). Therefore, the bandwidth efficiency is given by

η = min(D, 1 − D) ·
log2 M

M
(7)

5.3.3. Energy

The average energy (E) of the n-pulse modulation set of symbols (S), for a given
maximum number of pulses (nmax), in a symbol period (Ts) is given by
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ES =
1

nmax

nmax

∑
i=1

P · D · i
nmax

=
P · D

2
· nmax + 1

nmax
, (8)

where the electrical power (P) can be computed as P = V · I. It can be observed that
the energy is primarily influenced by the duty cycle, rather than the maximum number
of pulses.

6. Results and Discussion

The sensitivity and performance of the communication links were analyzed as a
function of various parameters. We experimented with different values of pulse width,
amplitudes, and bias sensitivity in our experimental setup, evaluating their impact on the
bit error rate.

For the tested parameters, which included transmitter frequency [Hz], the maximum
number of pulses (nmax), and pulse width for n-pulse modulation, as well as receiver
bias sensitivity value, the system achieved error-free reception, at least for a group of
pixels. These promising results can be largely attributed to the utilization of a controlled,
noise-free environment.

6.1. Bit Error Rate for Different Pulses’ Width

In Table 2, we present the bit error rate results considering various values of the duty
cycle (D), defined in Section 4.1. The amplitude, frequency, and bias sensitivity remained
constant across all scenarios. Considering the duty cycle, values close to 0.5 yielded better
results than those near the extremes. Given that the demodulator counted transitions of
events to decode data, as explained in Section 4.2, having duty cycle values close to the
extremes made the duration of pulses (τon) or the duration of the absence of pulses (τoff)
very short, respectively. This short duration made it less likely for the receiver to capture
the fast amplitude changes, thus failing to detect the start of a frame or the transmitted
symbol itself, ultimately degrading the overall system performance.

Table 2. The bit error rate is presented for different duty cycle (D) values of n-pulse modulation,
transmitting 8000 bits. The distance between the transmitter and receiver was 200 cm. The transmitter
operated at a frequency of 200 Hz. The maximum number of pulses for n-pulse modulation (nmax)
was set to 4. Additionally, the receiver’s bias sensitivity was configured to “default”.

Amplitude [Lux] D = 0.1 D =0.2 D = 0.3 D = 0.4 D = 0.5 D = 0.6 D = 0.7 D = 0.8 D = 0.9

A = 13 1.29 × 10−1 6.25 × 10−2 3.17 × 10−2 <1.25 × 10−4 2.08 × 10−2 1.42 × 10−1 2.39 × 10−4 1.80 × 10−1 8.00 × 10−1

A = 24 7.56 × 10−2 3.67 × 10−2 1.10 × 10−2 <1.25 × 10−4 <1.25 × 10−4 1.91 × 10−3 2.86 × 10−3 2.96 × 10−2 7.96 × 10−1

A = 75 6.44 × 10−2 6.89 × 10−2 5.96 × 10−3 <1.25 × 10−4 <1.25 × 10−4 6.92 × 10−3 <1.25 × 10−4 5.51 × 10−2 7.21 × 10−1

6.2. Bit Error Rate for Different Amplitudes

Considering different values of the transmitter signal amplitude, Table 3 presents the
results of the BER for specific experimental setup parameters and the four best-performing
pixels. The results are ordered in descending order. It can be observed that for low
amplitude values, while some pixels received the data without errors, others performed
poorly. This behavior contrasted with the greater amplitude values, where all the pixels
performed without error.

For low values of the transmitter signal amplitude, it is unlikely that the demodulator
could separate events caused by the signal from those caused by the noise. Additionally,
considering a given stimulus contrast, the probability that a pixel outputs an event is
not spatially and temporally uniform, resulting in varied performances of the pixels [29].
Finally, the use of higher amplitudes generates a sufficient contrast threshold difference
required to trigger events, effectively stimulating a greater portion of the pixels.



Electronics 2024, 13, 1047 14 of 17

Table 3. The bit error rate is presented for different transmitter amplitudes, maintaining a constant
distance of 200 cm between the transmitter and receiver. The transmitter operated at a frequency of
200 [Hz]. For the n-pulse modulation, a duty cycle (D) of 0.4 was applied, with the maximum number
of pulses (nmax) set to 4. Additionally, the receiver bias sensitivity was configured to “high”.

Pixel A = 13 A = 24 A = 37 A = 50 A = 63 A = 75

p1 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p2 2.38 × 10−4 <1.25 × 10−4 7.16 × 10−4 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p3 2.39 × 10−4 7.16 × 10−4 2.38 × 10−3 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p4 7.16 × 10−4 1.43 × 10−3 1.00 × 10−2 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

6.3. Bit Error Rate for Different Bias Sensitivity

Table 4 presents the BER results for the different bias sensitivity values and the 12
best-performing pixels. As discussed in Section 3.2, the bias sensitivity set the refractory
period and threshold contrast sensitivity, influencing the capabilities of the OCC link. For
the “default” bias sensitivity value, 4 pixels received data without errors, while for the
“High” and “VeryHigh” values, 8 and 12 pixels showed an error-free reception, respectively.
The performance of the subsequent pixels degraded rapidly. This indicates that higher
bias sensitivity values for the receiver enhanced the OCC link performance, due to smaller
values of the refractory period and threshold sensitivity. This configuration allowed the re-
ceiver to capture more events than when using smaller values; therefore, in a controlled and
non-noisy environment (in the absence of external light sources, or movement), it yielded
better results. The same behavior occurred for the other experimental setup parameters.

Table 4. The bit error rate was evaluated for various receiver bias sensitivity values, with a distance
of 200 cm between the transmitter and receiver. The transmitter operated at a frequency of 100 Hz
and a light stimulus irradiance of 13 Lux. For the n-pulse modulation, a duty cycle (D) of 0.4 was
applied, with a maximum number of pulses (nmax) set to 4.

Pixel BS: “Default” BS: “High” BS: “VeryHigh”

p1 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p2 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p3 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p4 <1.25 × 10−4 <1.25 × 10−4 <1.25 × 10−4

p5 1.67 × 10−3 <1.25 × 10−4 <1.25 × 10−4

p6 1.20 × 10−1 <1.25 × 10−4 <1.25 × 10−4

p7 1.87 × 10−1 <1.25 × 10−4 <1.25 × 10−4

p8 2.84 × 10−1 <1.25 × 10−4 <1.25 × 10−4

p9 4.57 × 10−1 7.16 × 10−4 <1.25 × 10−4

p10 4.58 × 10−1 9.53 × 10−4 <1.25 × 10−4

p11 4.63 × 10−1 4.76 × 10−2 <1.25 × 10−4

p12 4.66 × 10−1 1.52 × 10−1 <1.25 × 10−4

In Table 5, we present the total number of events gathered for the different values
of bias sensitivity. Higher values resulted in capturing more events, with a similar trend
observed for the central duty cycle values. While these findings might imply that OCC
systems benefit from increased bias sensitivity, there are significant drawbacks in real-
world scenarios. The presence of noise from external light sources or movement can rapidly
increase the number of events captured by the receiver. Consequently, the bus output
may saturate, as detailed in Section 5.1, introducing undesirable delays and struggling
to manage all pixel requests. This, in turn, could exacerbate the negative effects of the
refractory period, degrading the overall system performance.
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Table 5. Total number of events for different receiver bias sensitivity values. The distance between
the transmitter and receiver was 200 cm. The transmitter operated at a frequency of 200 Hz. The
maximum number of pulses for n-pulse modulation (nmax) was set to 4.

Bias Sensitivity D = 0.1 D = 0.2 D = 0.3 D = 0.4 D = 0.5 D = 0.6 D = 0.7 D = 0.8 D = 0.9

“Low” 1.61 × 105 1.63 × 105 1.61 × 105 1.59 × 105 1.56 × 105 1.52 × 105 1.48 × 105 1.43 × 105 1.39 × 105

“High” 1.92 × 105 2.05 × 105 1.94 × 105 1.92 × 105 1.87 × 105 1.85 × 105 1.78 × 105 1.74 × 105 1.69 × 105

“VeryHigh” 2.30 × 105 2.35 × 105 2.29 × 105 2.32 × 105 2.31 × 105 2.30 × 105 2.24 × 105 2.18 × 105 2.11 × 105

The abovementioned issue, which may appear as a problem, can also be viewed as
an opportunity. Within the new paradigm of joint sensing and communication (JC&S),
the receiver can dynamically adjust the bias sensitivity value based on the number of
events gathered (sensing) to enhance the performance of the OCC link (communication).
In noisy environments, where the number of events increases rapidly, the receiver could set
lower bias sensitivity values or higher values in low-noise environments, to improve OCC
link performance.

6.4. Comparison with Other Approaches

As discussed in Section 2, studies on implementing OCC systems with event cameras
as receivers often rely on computationally expensive algorithms, whether for locating
transmitters or demodulating data, while also exhibiting scalability or replicability limita-
tions. In [18], the algorithm for detecting pixels potentially associated with modulated light
sources employed a subsampling technique that was linearly dependent on factors such
as image size (height, width) and transmitter frequency, leading to scalability challenges.
Additionally, the system’s performance was influenced by the size of the pixel cluster
within the synthetic frame, imposing limitations based on the transmitter dimensions or
the distance between the transmitter and receiver. Furthermore, in [19], the detection
of LED transmitter pixels involved computationally intensive algorithms such as image
morphology and blob tracking in a sliding window, which imposed restrictions on the
hardware implementation. Additionally, the demodulation technique relied on numerous
heuristic parameters, making it challenging to implement across various scenarios, hinder-
ing its applicability. In contrast, our work focused on a different approach: the detection
of modulated lights was performed using an automatic image thresholding technique.
Furthermore, the demodulator detected event transitions for both synchronization and
decoding by using a pulse count-based classification, making this a highly efficient method
capable of being implemented on any hardware platform.

In terms of spectral efficiency, D = 0.5 was the best-case configuration.However, as
M increased, the energy efficiency of our scheme tended to equal OOK. Despite the slight
penalty on the frequency domain, the advantage achieved in terms of complexity reduction
on the receiver side made the adopted family of modulation schemes preferable in most
cases. As was aforementioned in Section 1, neuromorphic cameras can provide JC&S (and
positioning) capabilities at no additional cost, which could enable their use within the 6G
paradigm as a support subsystem for other high-speed technologies such as mmWave, LiFi,
and probably the successors of 5G New Radio. In general terms, the signaling, sensing,
and positioning-related data streams will require sufficiently small bandwidths so as to
consider N-pulse modulation for performing data transmission, with a power budget very
similar to OOK and with a dramatically lower complexity at the receiver, which ultimately
would impact on the hardware requirements for signal processing and therefore on the
power budget of the receiver.

7. Conclusions

In this work, the implementation and evaluation of an OCC link using an LED as
transmitter and event camera as receiver was presented. The data were encoded using
n-pulse modulation, enabling the reception of separable symbols at the receiver end. As a
result, the demodulation process becomes highly effective and computationally efficient, re-
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quiring the demodulator to count transitions of events for symbol demodulation. Through
this approach, we demonstrated error-free data reception in specific scenarios.

We tested the n-pulse modulation scheme, in terms of bit error rate, using various
parameters, including the amplitude and frequency of the transmitter, different n-pulse
modulation configurations, and diverse bias sensitivity values for the receiver. When con-
sidering the width of pulses in n-pulse modulation, the system performed better with duty
cycle values close to 0.5. Extreme values resulted in short pulses and brief pulse absences,
hindering the demodulator’s ability to capture rapid amplitude changes, and consequently
degrading the overall system performance. In the results obtained with different ampli-
tudes, the system exhibited improved performance at higher values. Higher amplitudes
generated a significant contrast threshold difference, which is necessary to trigger events,
effectively stimulating a larger portion of pixels receiving correctly transmitted data. In
terms of bias sensitivity, higher values enhanced OCC link performance in terms of BER.
Setting higher bias sensitivity values resulted in a reduced refractory period and threshold
sensitivity, enabling the receiver to capture more events and yielding better results.

All experiments were conducted in a dark room at a distance of 200 mm, mitigating
the influence of external light sources on other receiver regions. This prevented potential
saturation of the output bus, preserving the overall system performance and ensuring
that the automatic method for detecting the region of interest (ROI) worked as expected.
However, the negative effects of the refractory period at the receiver are exacerbated when
using a high transmitter frequency, employing short distances between the transmitter
and receiver, or when the transmitter LED has large dimensions, degrading the system’s
performance. Furthermore, when computing the bit error rate, we specifically chose the
best-performing pixels. However, the selection criteria for demodulation pixels were
beyond the scope of this study, as our focus was on demonstrating the feasibility of the
proposed communication scheme.

These results suggest that the receiver could dynamically optimize the bias sensitivity
value based on the gathered events, to enhance OCC link performance. In noisy environ-
ments with a rapid increase in received events, the receiver may set lower bias sensitivity
values, whereas, in low-noise environments, higher values could be applied to improve
OCC link performance. This kind of configuration is framed within the new paradigm of
joint sensing and communication (JC&S).

The results presented in this paper, focusing on optical camera communication links
using n-pulse modulation, can serve as a foundation for future experiments. It will be
crucial to explore various scenarios, including longer distances between the transmitter
and receiver or outdoor environments, to further assess the capabilities of this modulation.

Author Contributions: Conceptualization, V.G.; Methodology, R.P.-J.; Software, J.A.; Validation, V.G.;
Formal analysis, J.A.; Investigation, J.A.; Writing—original draft, J.A.; Writing—review & editing,
V.G., J.R. and R.P.-J.; Supervision, V.G. and J.R.; Funding acquisition, R.P.-J. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was supported in part by the Spanish Research Agency, projects SUCCESS
TED2021-130049B-C21 and OCCAM PID2020-114561RB-I00.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Ghosh, M. World Radiocommunications Conference 2023, WRC-23. IEEE Wirel. Commun. 2023, 30, 4. [CrossRef]
2. El-Moghazi, M.A.; Whalley, J.; El-Moghazi, M.A.; Whalley, J. World Radiocommunication Conference-19. In The International

Radio Regulations: The Case for Reform; Springer: Cham, Switzerland, 2021; pp. 181–203.
3. Pons, M.; Valenzuela, E.; Rodríguez, B.; Nolazco-Flores, J.A.; Del-Valle-Soto, C. Utilization of 5G Technologies in IoT Applications:

Current Limitations by Interference and Network Optimization Difficulties—A Review. Sensors 2023, 23, 3876. [CrossRef]
[PubMed]

http://doi.org/10.1109/MWC.2023.10355082
http://dx.doi.org/10.3390/s23083876
http://www.ncbi.nlm.nih.gov/pubmed/37112216


Electronics 2024, 13, 1047 17 of 17

4. Liu, X.; Tian, P.; Wei, Z.; Yi, S.; Huang, Y.; Zhou, X.; Qiu, Z.J.; Hu, L.; Fang, Z.; Cong, C.; et al. Gbps long-distance real-time visible
light communications using a high-bandwidth GaN-based micro-LED. IEEE Photonics J. 2017, 9, 7204909. [CrossRef]

5. Feng, Z.; Wei, Z.; Chen, X.; Yang, H.; Zhang, Q.; Zhang, P. Joint communication, sensing, and computation enabled 6G intelligent
machine system. IEEE Netw. 2021, 35, 34–42. [CrossRef]

6. Meucci, M.; Seminara, M.; Nawaz, T.; Caputo, S.; Mucchi, L.; Catani, J. Bidirectional vehicle-to-vehicle communication system
based on VLC: Outdoor tests and performance analysis. IEEE Trans. Intell. Transp. Syst. 2021, 23, 11465–11475. [CrossRef]

7. Zhou, H.; Zhang, M.; Wang, X.; Ren, X. Design and implementation of more than 50m real-time underwater wireless optical
communication system. J. Light. Technol. 2022, 40, 3654–3668. [CrossRef]

8. Zhang, P.; Liu, Z.; Hu, X.; Sun, Y.; Deng, X.; Zhu, B.; Yang, Y. Constraints and Recent Solutions of Optical Camera Communication
for Practical Applications. Photonics 2023, 10, 608. [CrossRef]

9. Saeed, N.; Guo, S.; Park, K.H.; Al-Naffouri, T.Y.; Alouini, M.S. Optical camera communications: Survey, use cases, challenges,
and future trends. Phys. Commun. 2019, 37, 100900. [CrossRef]

10. Mahowald, M.; Mead, C. The silicon retina. Sci. Am. 1991, 264, 76–83. [CrossRef] [PubMed]
11. Gallego, G.; Delbrück, T.; Orchard, G.; Bartolozzi, C.; Taba, B.; Censi, A.; Leutenegger, S.; Davison, A.J.; Conradt, J.; Daniilidis, K.;

et al. Event-based vision: A survey. IEEE Trans. Pattern Anal. Mach. Intell. 2020, 44, 154–180. [CrossRef] [PubMed]
12. Nozaki, Y.; Delbruck, T. Temperature and parasitic photocurrent effects in dynamic vision sensors. IEEE Trans. Electron Devices

2017, 64, 3239–3245. [CrossRef]
13. Moreno, D.; Guerra, V.; Rufo, J.; Rabadan, J.; Perez-Jimenez, R. Clustering-based data detection for spectral signature multiplexing

in multispectral camera communication. Opt. Lett. 2022, 47, 1053–1056. [CrossRef] [PubMed]
14. Guerra, V.; Ticay-Rivas, J.R.; Alonso-Eugenio, V.; Perez-Jimenez, R. Characterization and Performance of a Thermal Camera

Communication System. Sensors 2020, 20, 3288. [CrossRef] [PubMed]
15. Delbruck, T. Neuromorophic vision sensing and processing. In Proceedings of the 2016 46th European Solid-State Device

Research Conference (ESSDERC), Lausanne, Switzerland, 12–15 September 2016; pp. 7–14.
16. Falanga, D.; Kleber, K.; Scaramuzza, D. Dynamic obstacle avoidance for quadrotors with event cameras. Sci. Robot. 2020,

5, eaaz9712. [CrossRef] [PubMed]
17. Censi, A.; Strubel, J.; Brandli, C.; Delbruck, T.; Scaramuzza, D. Low-latency localization by active LED markers tracking using a

dynamic vision sensor. In Proceedings of the 2013 IEEE/RSJ International Conference on Intelligent Robots and Systems, Tokyo,
Japan, 3–7 November 2013; pp. 891–898.

18. Perez-Ramirez, J.; Roberts, R.D.; Navik, A.P.; Muralidharan, N.; Moustafa, H. Optical wireless camera communications using
neuromorphic vision sensors. In Proceedings of the 2019 IEEE International Conference on Communications Workshops (ICC
Workshops), Shanghai, China, 20–24 May 2019; pp. 1–6.

19. Wang, Z.; Ng, Y.; Henderson, J.; Mahony, R. Smart Visual Beacons with Asynchronous Optical Communications using Event
Cameras. In Proceedings of the 2022 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Kyoto, Japan,
23–27 October 2022; pp. 3793–3799.

20. Chen, G.; Cao, H.; Conradt, J.; Tang, H.; Rohrbein, F.; Knoll, A. Event-based neuromorphic vision for autonomous driving: A
paradigm shift for bio-inspired visual sensing and perception. IEEE Signal Process. Mag. 2020, 37, 34–49. [CrossRef]

21. Brandli, C.; Berner, R.; Yang, M.; Liu, S.C.; Delbruck, T. A 240 × 180 130 dB 3 µs Latency Global Shutter Spatiotemporal Vision
Sensor. IEEE J. Solid-State Circuits 2014, 49, 2333–2341. [CrossRef]

22. Lichtsteiner, P.; Posch, C.; Delbruck, T. A 128 × 128 120 dB 15 µs Latency Asynchronous Temporal Contrast Vision Sensor. IEEE J.
Solid-State Circuits 2008, 43, 566–576. [CrossRef]

23. iniVation AG. Understanding the Performance of Neuromorphic Event-Based Vision Sensors. Technical Report. 2020. Available
online: https://inivation.com/wp-content/uploads/2020/05/White-Paper-May-2020.pdf (accessed on 25 January 2024).

24. Boahen, K.A. A burst-mode word-serial address-event link-I: Transmitter design. IEEE Trans. Circuits Syst. I Regul. Pap. 2004,
51, 1269–1280. [CrossRef]

25. Graça, R.; McReynolds, B.; Delbruck, T. Shining light on the DVS pixel: A tutorial and discussion about biasing and optimization.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Vancouver, BC, Canada, 17–24 June
2023; pp. 4044–4052.

26. Delbruck, T.; Graca, R.; Paluch, M. Feedback control of event cameras. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, Nashville, TN, USA, 19–25 June 2021; pp. 1324–1332.

27. Posch, C.; Matolin, D. Sensitivity and uniformity of a 0.18 µm CMOS temporal contrast pixel array. In Proceedings of the 2011
IEEE International Symposium of Circuits and Systems (ISCAS), Rio de Janeiro, Brazil, 15–18 May 2011; pp. 1572–1575. [CrossRef]

28. McReynolds, B.; Graca, R.; Delbruck, T. Exploiting alternating DVS shot noise event pair statistics to reduce background activity.
arXiv 2023, arXiv:2304.03494.

29. Joubert, D.; Hébert, M.; Konik, H.; Lavergne, C. Characterization setup for event-based imagers applied to modulated light signal
detection. Appl. Opt. 2019, 58, 1305. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/JPHOT.2017.2775648
http://dx.doi.org/10.1109/MNET.121.2100320
http://dx.doi.org/10.1109/TITS.2021.3104498
http://dx.doi.org/10.1109/JLT.2022.3153177
http://dx.doi.org/10.3390/photonics10060608
http://dx.doi.org/10.1016/j.phycom.2019.100900
http://dx.doi.org/10.1038/scientificamerican0591-76
http://www.ncbi.nlm.nih.gov/pubmed/2052936
http://dx.doi.org/10.1109/TPAMI.2020.3008413
http://www.ncbi.nlm.nih.gov/pubmed/32750812
http://dx.doi.org/10.1109/TED.2017.2717848
http://dx.doi.org/10.1364/OL.449207
http://www.ncbi.nlm.nih.gov/pubmed/35230288
http://dx.doi.org/10.3390/s20113288
http://www.ncbi.nlm.nih.gov/pubmed/32526959
http://dx.doi.org/10.1126/scirobotics.aaz9712
http://www.ncbi.nlm.nih.gov/pubmed/33022598
http://dx.doi.org/10.1109/MSP.2020.2985815
http://dx.doi.org/10.1109/JSSC.2014.2342715
http://dx.doi.org/10.1109/JSSC.2007.914337
https://inivation.com/wp-content/uploads/2020/05/White-Paper-May-2020.pdf 
http://dx.doi.org/10.1109/TCSI.2004.830703
http://dx.doi.org/10.1109/ISCAS.2011.5937877
http://dx.doi.org/10.1364/AO.58.001305
http://www.ncbi.nlm.nih.gov/pubmed/30874016

	Introduction
	Related Work
	Event Cameras
	DVS Pixel
	DVS Main Parameters

	Fundamentals of n-Pulse Scheme
	Modulation
	Demodulation

	Methodology
	Experimental Setup
	Methods
	Synchronization
	Extra Guard Time
	Procedures

	Metrics
	Bit Error Rate
	Spectral Efficiency
	Energy


	Results and Discussion
	Bit Error Rate for Different Pulses' Width
	Bit Error Rate for Different Amplitudes
	Bit Error Rate for Different Bias Sensitivity
	Comparison with Other Approaches

	Conclusions
	References

