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ABSTRACT 
 
In task-oriented dialogue systems, the ability for users to effortlessly communicate with machines and 

computers through natural language stands as a critical advancement. Central to these systems is the 

dialogue manager, a pivotal component tasked with navigating the conversation to effectively meet user 

goals by selecting the most appropriate response. Traditionally, the development of sophisticated dialogue 

management has embraced a variety of methodologies, including rule-based systems, reinforcement 

learning, and supervised learning, all aimed at optimizing response selection in light of user inputs. This 

research casts a spotlight on the pivotal role of data quality in enhancing the performance of dialogue 

managers. Through a detailed examination of prevalent errors within acclaimed datasets, such as 

Multiwoz 2.1 and SGD, we introduce an innovative synthetic dialogue generator designed to control the 
introduction of errors precisely. Our comprehensive analysis underscores the critical impact of dataset 

imperfections, especially mislabeling, on the challenges inherent in refining dialogue management 

processes.  
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1. INTRODUCTION 
 

Task-oriented dialogue systems (TODS) form a specialized class within Natural Language 

Processing (NLP) designed to enable users to interact with computer systems to accomplish 
specific tasks. These systems represent an exceedingly active area of research, driven by their 

potential to enhance human-computer interaction and provide users with an efficient and 

seamless task completion experience. The recent advancements in Artificial Intelligence (AI) and 

Machine Learning (ML) have fuelled the proliferation of TODS and the exploration of innovative 
architectures and techniques.  

 

One of the most widely adopted approaches, owing to its simplicity and controllability, is the 
modular pipeline approach, as evidenced by various research works [1,2,3]. This approach is 

characterized by its division into four essential modules, each playing critical roles in the 

dialogue understanding and generation process:  
 

• Natural Language Understanding (NLU): This module is responsible for transforming 

the user's raw message into intentions, slots (spaces for variable information), and 

specific domains. It involves a preliminary interpretation of the input to identify what the 
user wants and in what context. Interestingly, some recent modular systems [4] skip this 

module, opting to use the user's raw message as a direct input for the next module. This 
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suggests a trend towards more agile systems that seek to reduce the complexity of initial 
processing.  

• Dialogue State Tracking (DST): This module iteratively adjusts the dialogue states 

based on the current input and dialogue history. The dialogue state includes related user 

intentions and slot-value pairs, allowing for a dynamic understanding of the conversation. 
The ability to update and maintain the dialogue state is crucial for coherent and relevant 

dialogue, adapting to user inputs as the conversation progresses.  

• Dialogue Policy Learning (DPL): Based on the adjusted dialogue states from the DST 

module, this module decides the next action of the dialogue agent. This decision is based 
on algorithms that can learn from past interactions, optimizing the system's responses to 

achieve task objectives more effectively.  

• Natural Language Generation (NLG): Finally, this module takes the selected dialogue 

actions and converts them into surface-level natural language, which will be the system's 
final response to the user. NLG is critical to ensure that the system's responses are not 

only correct in content but also natural and comprehensible to the user.  

 

Each of these modules plays a vital role in the functioning of TODS, working together to interpret 
the user's input, maintain coherent conversation, and generate appropriate responses. The 

modularity of this approach not only facilitates the understanding and development of these 

complex systems but also allows for the optimization and individual improvement of each 
component, contributing to the continuous advancement in the field of task-oriented dialogue 

systems.  

 

 
 

Figure. 1. Structure of a task-oriented dialogue system in the task-completion pipeline. 

 

DST and DPL are the components of Dialogue Managers (DM) in TODS. Rule-based solutions 

were initially utilized but faced limitations such as domain complexity and task scalability [5]. 
With advancements in deep learning and the availability of labeled conversational datasets, 

supervised learning (SL) and reinforcement learning (RL) emerged as viable alternatives for 

training dialogue policies [2,6]. RL techniques have shown promise through optimizing dialogue 
policies via user interactions but still face challenges, such as the need for rule-based user 

simulators and domain-specific reward functions [3,2]. SL approaches, which involve the 

assignment of classified states to predefined system actions, have proven to be an excellent 

alternative to RL algorithms, as demonstrated in [7]; Researchers have proposed numerous 
models based on Transformers, GRU, LSTM, and multilayer perceptron [8,9,7,10]. However, the 

limited representativeness of available datasets may hinder supervised learning approaches, 
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affecting the generalizability of learned policies and potentially requiring expensive data 
acquisition efforts.  

 

While SL models are specifically designed to classify within a given range of actions, achieving 

optimal precision remains a complex endeavor. Our analysis suggests that one of the most 
influential factors affecting performance doesn’t lie so much in the models themselves but in the 

quality of the datasets. Therefore, the datasets for evaluating these systems must be rigorously 

curated, ensuring a fair and balanced comparison. The core objectives of this study are:  
 

1. Our goal is to conduct a detailed analysis of the range of errors commonly encountered in 

dialogue datasets. To achieve this, we have closely examined the Multiwoz 2.1 dataset, 
which has been thoroughly analyzed by [11]. Their findings indicate that Multiwoz 2.1 

contains various errors that negatively impact its effectiveness.  

2. To improve the quality of datasets used in research, we have developed an advanced 

synthetic dialogue generator. This tool is designed to create datasets that are either 
devoid of errors or contain a controllable amount of errors. It offers the flexibility to 

specify the number of dialogues, user intents, entities, and actions. Additionally, it allows 

for the customization of dialogue events, such as transitions between topics or the 
inclusion of casual conversation. Crucially, it can finely tune the likelihood and types of 

errors introduced into the dialogues.  

 
In this work, we first evaluate the current landscape of dialogue management research, 

identifying gaps and drawing comparisons with our work. We then present the construction and 

features of a novel synthetic dialogue generator, which allows for a controlled introduction and 

analysis of errors in dialogue datasets. Detailed examination of these errors helps to understand 
their impact on dialogue system performance. Finally, we report on experiments that showcase 

the utility of our approach, followed by a discussion of the results and implications for future 

advancements in the field. Our findings validate that employing curated datasets via this 
generator enhances performance across SL models, irrespective of their architecture. Introducing 

errors precipitates a notable performance decline, consistently observed across models. Hence, 

this generator also doubles as a tool for gauging model robustness, proving its utility in 

evaluations.  
 

2. RELATED WORK 
 

In this section, we summarize the findings from the literature, outlining the focuses, 
methodologies, and contributions made by various studies. The following table provides a 

comprehensive overview of related works in the realm of dialogue system dataset analysis and 

improvement:  
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Table 1. Summary of Related Work in Dialogue Management for Chatbots 

 

Reference  Focus  Methodology  Contributions  

[11] Quality of dialogue 

datasets  

Evaluation of dataset 

quality  

Identified lack of context 

and diversity in human 
conversation representation  

[12] Dialogue state 

tracking  

Analysis and 

improvement on 

Multiwoz 2.1  

Multiwoz 2.1 Dataset 

quality evaluation  

[13] Dialogue state 

tracking  

Evaluation and analysis  Taskmaster-1 dataset used 

for quality assessment  

[14] Agent generalization  Dataset creation  Cleaner, research-oriented 

dataset designed for 
generalizing agents  

[15] Dialogue state 
tracking improvements  

Modifications of 
Multiwoz 2.1  

Updated slots and entities 
for improved tracking  

[4] Dialogue management 

dependency on NLU  

Discussion  Highlighted the dependence 

of dialogue management on 

natural language 

understanding  

[16] Dialogue generation 

methods  

Proposal of 

methodology  

A stack of topics for 

dialogue generation  

[17]  Handling subdialogues  Implementation of 

dialogue stack  

RavenClaw system for 

precise topic tracking and 

sub-dialogue management  

[18] Management of 

nondeterministic 

dialogues  

Use of conversational 

graphs  

Improved dialogue 

management using a 

conversation graph  

[19] Task-oriented dialogue 

framework  

Data flow synthesis  Dialogue state as a data 

flow graph, mapping user 

inputs to the extendable 
program  

 

Limited research focuses on studying and analyzing datasets in the field of dialogue management 

in chatbots. However, recent works such as [11] and [24] have examined the quality of datasets 
used in this field. This study’s authors argue that many currently available datasets need more 

context and adequately reflect the complexity and diversity of human conversations. The authors 

evaluate the quality of these datasets using two popular datasets, multiwoz2.1 [12], and 
Taskmaster-1 [13]. Through a detailed analysis of these datasets, the authors identify various 

areas in which these datasets lack context, including history independence, solid knowledge base 

dependence, and ambiguous system responses.  
 

Other datasets, such as SGD [14] and multiwoz2.4 [15], have focused on improving existing 

datasets to solve different tasks. SGD [14] presents a cleaner and more research-oriented dataset 

for agent generalization. In contrast, multiwoz2.4 modifies the multiwoz2.1 dataset regarding 
slots and entities to improve dialogue state tracking performance. Other studies, such as [4], 

suggest that the dialogue manager depends on NLU. Regarding dialogue generators, studies like 

[16] suggest creating a dialogue generation by following a stack of topics. Ravenclaw dialogue 
system [17] implemented this dialogue stack for handling sub-dialogues. However, while a stack 

structure effectively allows for the handling and conclusion of sub-dialogues, it can also be 

limiting. Ravenclaw’s authors advocate for precise topic tracking to facilitate contextual 
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interpretation of user intents. As human conversations often revisit and interleave topics, there is 
a need for a more flexible structure for an agent to handle dialogue.  

 

Furthermore, one of the more flexible data structures is a graph. [18] proposes a method for 

improving the management of non-deterministic dialogues using a conversation graph that 
represents the possible responses and transitions between dialogue states. Besides, [19] proposes 

a novel framework for task-oriented dialogue based on data flow synthesis, which involves 

transforming users’ linguistic inputs into executable programs that manipulate data and external 
services. The authors represent the dialogue state as a data flow graph. Each node is a variable or 

an external service, and each edge is an operation or a connection. The dialogue manager maps 

each user input to a program that extends this graph with new nodes and edges. 
 

As we see in [18,19], the graph is the most powerful data structure for dialogue generation. A 

good representation of a dialogue is a path in the conversational graph, where the nodes represent 

the current intentions and slots of the dialogue, and the edges represent the possible actions that 
the model can take based on the current and previous states. 

 

3. SYNTHETIC DIALOGUE GENERATOR 
 
The inception of our dialogue generator stemmed from the necessity for meticulously crafted 

datasets. We aimed to embed controlled inaccuracies within these datasets to evaluate the impact 

of errors on model performance. Thus, our objective was to devise an algorithm or methodology 

that could not only facilitate the creation of these synthetic datasets but also enable the 
customization of various data attributes. We decided against employing generative models for 

this purpose because our goal was to produce symbolic representations encompassing intentions, 

actions, and slots. Instead, we opted for a rule-based system (RBS), which provides a higher 
degree of control suitable for our requirements compared to generative models. Moreover, our 

system incorporates mechanisms for randomization, allowing for deliberate alterations in context 

or the insertion of errors. The customization and modulation of these functionalities are achieved 
through configuration files, collectively referred to as an ontology.  

 

3.1. Ontology  
 

We elaborate on the concept of ontology within the context of dialogue systems as the 

comprehensive framework detailing the actions, intentions, and slots essential for successfully 

navigating the various objectives of a dialogue. This ontology serves as the backbone of the 
dialogue system, ensuring that interactions are structured, purposeful, and capable of achieving 

specific outcomes. It encompasses several key elements:  

 

• Topic: This refers to a collection of slots associated with a particular domain. The 
system's goal is to populate these slots either by soliciting information from the user or 

by suggesting potential values. Topics are integral in guiding the dialogue in a direction 

that fulfills the user's intent. Within a topic, slots are categorized based on their relevance 
and necessity for completing the dialogue:  

 

• Mandatory Slots: These are the crucial slots that must be filled to successfully conclude 

the topic at hand. They are either directly supplied by the user in the course of the 
conversation or proactively requested by the dialogue management module. The 

fulfillment of these slots is imperative for the dialogue to progress towards its intended 

goal.  
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• Desired Slots: These slots, while not critical, enhance the dialogue's effectiveness and 

user satisfaction when filled. They may be provided by the user without prompting or 
requested by the dialogue management module to add depth or specificity to the 

conversation. Even if these slots remain unfilled, the primary task can still be 

accomplished, albeit perhaps not as optimally.  
 

• Optional Slots: These are slots that, while not necessary for the completion of the task, 

can add value or context to the dialogue if the user chooses to provide this information.  

The dialogue management module does not actively seek out this information, but will 
incorporate it into the conversation if offered by the user.  

 

• Domain: This encompasses the broader categories or areas that the chatbot is designed to 

handle, along with the interconnections between different topics within these areas. For 
instance, in the restaurant domain, topics might include finding a restaurant and making a 

reservation, while a ticket booking system might deal with identifying event options and 

securing tickets. The domain defines the scope of the chatbot's knowledge and 

capabilities, guiding the development of topics and the relevant slots.  
 

Each domain, topic, and slot within the ontology is fully customizable, allowing for the dialogue 

system to be tailored to specific needs and contexts. This flexibility ensures that the system can 
adapt to various scenarios, user requests, and domains with ease. Furthermore, when it comes to 

mapping intentions and actions, we aim for simplicity and clarity to avoid any potential 

ambiguities. This mapping is crucial for translating user inputs into actionable data that the 
system can process and respond to, ensuring a smooth and intuitive user experience.  

 

Through this detailed ontology, dialogue systems can achieve a higher level of precision and 

effectiveness, enabling them to better understand and respond to user needs, thereby enhancing 
the overall interaction between humans and machines.  

 

3.2. Intentions and Actions  
 

The design of our dialogue generator places significant emphasis on the articulation of intentions 

and actions, which serve as the foundational elements dictating user-bot interactions. These 
elements are crafted to be as broad and inclusive as possible, thereby ensuring versatility across a 

wide array of domains. This flexibility is pivotal for creating a dialogue system that can adapt and 

respond to a diverse range of user queries and intentions. Here's an expanded overview of these 
crucial components:  

 

Intentions are meticulously defined actions that encapsulate the user's underlying motivations for 

their queries. By categorizing various user requests, intentions enable the bot to generate 
responses that are both relevant and contextually appropriate. The spectrum of intentions 

includes, but is not limited to:  

 

• INFORM INTENT: This intention captures the user's desire to perform a specific task, 
such as making a restaurant reservation. A single input may convey multiple intentions, 

illustrating the complexity and nuance of natural language (e.g., expressing a desire to 

book a restaurant and simultaneously requesting a taxi service).  

• INFORM: Beyond merely indicating an intent to perform an action, users can provide 
specific details or values for a particular slot, aiding the system in tailoring its responses 

and actions accordingly.  



International Journal on Natural Language Computing (IJNLC) Vol.13, No.1, February 2024 

77 

• AFFIRM & NEGATE: These intentions reflect simple yet essential user responses to the 

bot's inquiries, indicating agreement or disagreement, respectively. Such binary 
responses play a crucial role in guiding the flow of the dialogue.  

• REQUEST: This intention shows the user's request for information about a slot, 

highlighting the interactive and exploratory nature of dialogue systems.  

• THANK & GOODBYE: Expressions of gratitude or farewells, these intentions mark the 

social conventions that enrich the interaction, making it more natural and human-like.  
• UNK & CHIT CHAT: These categories are reserved for inputs that either cannot be 

classified by the Natural Language Understanding (NLU) component or deviate from the 

primary domains of the dataset, covering social greetings or off-topic interactions.  

 
Actions represent the bot's potential responses to the current dialogue state, crafted to address a 

variety of scenarios within the conversation. While the range of actions is vast, it is by necessity 

finite, to maintain manageability and coherence. Key actions include:  
 

• INFORM & REQUEST: These actions allow the bot to provide information or request 

specific details from the user, facilitating a two-way exchange that progresses the 

dialogue toward its objectives.  

• CONFIRM: By confirming the reception or understanding of a user's input, this action 
reinforces the accuracy and reliability of the dialogue system.  

• NOTIFY: This action updates the user on the status of their request or search, ensuring 

transparency and managing expectations.  

• REQ MORE: Similar to REQUEST, this action solicits additional information from the 

user, emphasizing the dynamic and evolving nature of dialogues.  
• ANSWER CHIT CHAT: Tailored responses to casual or off-topic user inputs, this action 

demonstrates the system's versatility and ability to maintain engagement even outside its 

primary domains.  

 
Through the careful definition and implementation of these intentions and actions, our dialogue 

generator achieves a balance between specificity and flexibility, enabling it to cater to a broad 

spectrum of user interactions while ensuring the relevance and coherence of its responses. This 
approach not only enhances the user experience but also broadens the applicability of the 

dialogue system across various domains and scenarios.  

 

3.3. Rules  
 

According to [18,19], we seek to generate a graph for each data set, where the nodes are the states 
of the dialogue, composed of intentions, actions, and slots, and the links are the corresponding 

actions. Each node will have information related to the domain and the corresponding topic. 

However, implementing this theoretical interpretation of a conversation graph can be challenging 
in practice due to the many different contexts and events that can change the path of the graph; 

the user can change their mind during a conversation, which can alter the course of the 

conversation. For instance, when ordering a pizza, the user may change their order based on their 

dietary preferences or decide to dine instead of placing a take-out order. We use the “stack of 
topics” proposed by [17] as the next level of abstraction in a dialogue. We could jump into the 

context, change slots, or even chit-chat in a conversation. These events are hard to implement 

using a raw graph; however, we design these events as topics in a stack, so on top, we process 
one path without knowing the complete graph is a priority. The graph emerges from following the 

structure of the stack. As a generator, there are randomization mechanisms that can change the 

context or intentionally add errors. Our generator applies the rules at the top of the pile, adapting 

them to the node domain and topic. The design and structure of dialogue-oriented tasks are 
fundamentally centered around the concept of obligatory slots, which serve as the primary targets 
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for achieving successful interactions. The rules we establish for our dialogue system are 
meticulously crafted to align with this core principle, ensuring a coherent and effective dialogue 

flow. Here's a detailed expansion of these guiding rules and principles:  

 

• Corresponding Slot for Every INFORM Intent: For each INFORM intent, there exists a 
designated slot within the dialogue system. This design allows users to provide 

information necessary to populate an empty slot or update the value of an already filled 

slot. This mechanism ensures that the dialogue can dynamically adapt to the user's inputs, 

maintaining the relevance and accuracy of the conversation.  
• INFORM INTENT as Dialogue Initiator: The INFORM INTENT intent acts as the 

catalyst for starting a dialogue but does not correspond to any specific slot. Its primary 

role is to establish the user's primary goal or task they wish to accomplish through the 

dialogue, setting the direction for the subsequent interaction.  
• Action Correspondence: The action directly associated with an INFORM intent is 

CONFIRM. This action serves to acknowledge the information provided by the user, 

reinforcing the system's understanding and the accuracy of the dialogue. It acts as a 

crucial step in ensuring that the system and user are aligned in their understanding of the 
interaction.  

• Handling Missing Mandatory Slots: When the dialogue system identifies the absence of 

any mandatory slots, it triggers a REQUEST action. This action is designed to solicit the 

necessary information from the user, aiming to fill the gaps in the dialogue's context and 
progress towards completing the task at hand.  

• NOTIFY Action upon Slot Completion: Upon filling all the requisite slots, the dialogue 

system engages a NOTIFY action. This signifies that the system has performed an 

external search or request based on the filled slots, moving the dialogue towards its 
resolution or next phase.  

• REQ MORE Action for Additional Information: Once the user has provided all the 

required information, filling the obligatory slots, the system may initiate a REQ MORE 

action. This action is triggered if the system assesses the need for more detailed 
information to refine the search or request, enhancing the accuracy or quality of the 

outcome.  

• ANSWER CHIT CHAT for Non-task Interactions: The dialogue system is equipped to 

handle CHIT-CHAT intents through the ANSWER CHIT CHAT action. This flexibility 
allows the system to maintain engagement with the user even when the conversation 

veers off the task-oriented path, accommodating social or casual exchanges within the 

interaction framework.  

• Dynamic Context Stack Management: The system is designed to handle events that may 
alter the priority or focus within the context stack. It ensures that all information is 

preserved and readily accessible to seamlessly continue the dialogue once it returns to the 

forefront of the interaction. This aspect of the system design underscores its capacity to 
manage complex dialogues that may involve multiple layers or shifts in focus, 

maintaining coherence throughout the conversation.  

 

These principles and rules underline the sophisticated structure of our dialogue system, ensuring 
that it is both responsive to user inputs and capable of guiding the interaction towards fulfilling 

the user's objectives. By prioritizing the management of obligatory slots and establishing clear 

actions for each intent, the system enhances its ability to conduct goal-oriented conversations 
effectively. 
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3.4. Events  
 

An event, within the context of a dialogue system, is defined as any occurrence that interrupts or 

diverts the progression towards the current objective delineated at the pinnacle of the dialogue 
stack. These events are pivotal as they introduce dynamics and complexity into the conversation, 

necessitating adaptive responses from the system to maintain coherence and engagement. We 

categorize these events into three distinct types, each with its implications for the dialogue flow:  
 

3.4.1. Chit Chat  

 

- Description: Chit chat encompasses any dialogue that strays from the predefined domains 
of the dataset. These interactions are not directly related to the task at hand but are 

essential for providing a natural and engaging user experience. They reflect the inherently 

social aspect of human communication, where conversations may drift into casual or off-
topic territories.  

- Handling Mechanism: Each chit chat event is associated with an intention-action pair: 

CHIT CHAT and ANSWER CHIT CHAT. This pairing allows the dialogue system to 
recognize and appropriately respond to casual or social inquiries, ensuring the interaction 

remains fluid and natural without derailing the primary objective of the dialogue. 

  

3.4.2. Mind-Changing  
 

- Description: A mind-changing event occurs when a user decides to alter previously 

provided information. This could involve changing the value of a filled slot or opting to 
leave it empty, indicating a shift in the user's requirements or preferences.  

- Handling Mechanism: The dialogue system must be adept at accommodating these 

changes, dynamically updating the dialogue state to reflect the new user inputs. This 
flexibility is crucial for tailoring the dialogue to the user's current needs and maintaining 

the relevance of the conversation. 

-   

3.4.3. Domain-Changing  
 

- Description: Domain-changing events take place when the user expresses the desire to 

switch the focus of the conversation to a different task or domain. This shift can happen at 
any point during the dialogue and signifies a change in the user's objectives or interests.  

 

- Handling Mechanism: Handling such events requires the system to be capable of 

reorienting the dialogue flow towards the new domain or topic seamlessly. This involves 
adjusting the dialogue stack and ensuring that the system's responses and inquiries are now 

aligned with the new domain, facilitating a smooth transition in the conversation's focus.  

 
Each of these event types introduces specific challenges and opportunities for a dialogue system, 

highlighting the importance of designing systems that are not only goal-oriented but also capable 

of handling the fluid and dynamic nature of human conversation. By effectively managing these 
events, the system can ensure that dialogues remain engaging, coherent, and responsive to the 

evolving needs and intentions of the user, thereby enhancing the overall user experience.  

 

3.5. Errors  
 

Unfortunately, errors are inherent in creating any dataset and may be due to incorrect labeling or 
poor transcription. When designing a dataset, we need to consider the importance of cleaning our 

data and checking that all samples are appropriate for the problem we want to solve. In addition, 
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the performance of the models will be directly affected by perturbations in the dataset. This lack 
of performance is due to the nature of supervised learning models. If we train the algorithms on 

low-quality samples, we cannot guarantee they will obtain a good generalization and correct 

score.  

 
In this section, we study and analyze each of these errors in the data sets applied to TOD, which, 

according to [11], are very present in many of these sets, mainly in Multiwoz2.1: 

 

• NLU errors: If the NLU model does not perform a good classification of the input text, 
the performance of the dialogue manager will be seriously affected, causing the 

conversation management to fail.  

 

• Human labeling errors: The labeler (a person) has incorrectly labeled these samples. 
These errors can be a misallocation of tags to intentions, actions, or slots.  

• Limited temporal reference: Some algorithms, such as TED, are designed to capture 

temporal dependencies in long conversations. The idea behind this is that the manager 

needs long-term context information for a dialogue manager to take the right action in a 
conversation. While this idea may make sense, in reality, datasets are designed 

intentionally or out of ignorance, with only the previous state in mind, and this is not the 

case in a real conversation. Humans do not make decisions based solely on the previous 
state. Thus, the poor temporal generalization of the datasets affects the models used in 

production, which need to be well-trained to handle such issues. This error is studied in 

depth by [11]. 
 

• Ambiguities: We have included this phenomenon as an error because it can cause a 

substantial performance drop in the models if not considered. It is an inherent ambiguity 

in human language. When analyzing a dataset, it is possible to find multiple actions for a 

given dialogue state that do not impact the overall outcome of the conversation. 
Conversations can take various valid and coherent paths to communicate the intended 

message effectively. Therefore, trained models using this data can take different actions 

for the same state that are correct. This one-to-many nature can confound many 
algorithms designed to obtain the best possible answer. A proposed solution by [20] 

involves creating atomic actions to expand the action space. This method combines 

actions with one or more different slots to simplify the problem and improve model 
performance. We have utilized this method to train dialogue management models for 

both synthetic and real data. 

 

In this work, we focus only on NLU and mislabeling errors, as they are the most common and 
abundant in a dataset and can be controlled by probability. Perturbation techniques for the 

generator consist of choosing a random sample from the dataset, consisting of intentions, slots, 

and actions, and replacing its actual value with one chosen randomly from all possible ones. 
Another technique is to replace its actual value with a” UNK” (unknown), pretending that the 

labeler failed to identify the sample or the NLU model did not classify it well. We can control 

these error mechanisms by parameters that independently simulate the probability of this 
happening for actions, intentions, and slots. 

 

4. EXPERIMENTAL SETUP 
 

In this section, we provide an in-depth breakdown of our experimental framework, discussing our 
choice of datasets, models, and evaluation methodology. The code for our experiments is 

available in this repository. 

 

https://github.com/miguel-kjh/Improving-Dialogue-Management
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4.1. Datasets  
 

Real Datasets: MultiWOZ 2.1[12] is a rich dataset comprising 10,438 human-human dialogues, 

simulating a Wizard-of-Oz task across seven domains: hotel, restaurant, train, taxi, attraction, 
hospital, and police. These dialogues are essentially interactions between a user and a wizard 

(clerk). While the user seeks information, the wizard, backed by a comprehensive knowledge 

base, offers the requested details or facilitates a booking. These dialogues come annotated with 
labels highlighting the wizard’s actions and the perceived user goal after each user interaction. 

For our analysis, we segregated MultiWOZ 2.1 into 7,249 training and 1,812 test dialogues, 

while, unfortunately, 1,377 dialogues were omitted due to incomplete annotations. The SGD [14] 

dataset encompasses over 20,000 annotated dialogues depicting multi-domain, task-oriented 
interactions between humans and virtual assistants. These dialogues span 20 domains, from 

banking and events to travel and weather, encompassing interactions with various services and 

APIs. Each domain can have multiple APIs with overlapping functionalities but distinct 
interfaces, mirroring real-world scenarios. This dataset is versatile, being suitable for intent 

prediction, slot filling, dialogue state tracking, and more. Notably, the SGD dataset contains 

unseen domains in the evaluation set, aiding in gauging zero-shot or few-shot performance. 
  

Synthetic Datasets: Our approach to enhancing dialogue policy learning (DPL) models involves 

the creation of synthetic datasets that span a range of complexity levels, namely Simple, Medium, 

and Hard. These datasets are designed to challenge and evaluate the adaptability and 
effectiveness of DPL models in navigating dialogues of varying intricacy. The gradation in 

complexity is meticulously engineered, considering several factors that significantly influence the 

dialogue's dynamic nature.  
 

Complexity Factors  

 
- Diversity of Events: The datasets incorporate a variety of events such as chit-chat and 

mindchanging. These events are critical in simulating the unpredictability inherent in 

human conversations, thus providing a robust testing ground for DPL models.  

 
- Variability in Domains and Slots: The number of domains and the density of slots within 

these domains vary across the datasets. This variability tests the models' ability to manage 

and utilize information across different conversational contexts and objectives.  
 

Dataset Descriptions  

   

- Simple: This dataset is characterized by basic interaction patterns where the dialogues 
follow a straightforward trajectory with minimal deviations. The primary focus is on direct 

task-oriented exchanges with few, if any, unexpected events such as chit-chat or mind-

changing. This level is ideal for initial testing of DPL models, focusing on their basic 
operational efficiency and ability to handle simple dialogues.  

 

- Medium: At this level, the complexity is elevated by introducing occasional unexpected 
events. These include chit-chat, which diverges from the main task, and mind-changing, 

where the user alters previously stated preferences or requirements. The medium dataset 

thus challenges the models to maintain task focus while adapting to changes and 

interruptions in the dialogue flow.  
 

- Hard: Designed to mimic real-world scenarios, the hard dataset features a high frequency 

of unexpected events and complex dialogue structures. It simulates intricate interactions 
that require the DPL models to exhibit high flexibility and sophistication. Models are 
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tested on their ability to navigate convoluted dialogues, manage multiple domains, and 
adapt to frequent user intentions and information shifts.  

 

For detailed insights into these datasets' specific characteristics and configurations, readers are 

encouraged to consult Table 2, which offers a comprehensive overview of the dataset attributes. 
By offering a spectrum of complexity levels, our synthetic datasets serve as a valuable tool for 

systematically assessing and refining the capabilities of DPL models. This structured approach 

ensures that models are tested against standardized benchmarks and exposed to the breadth of 
challenges they would encounter in real-world applications, thereby advancing dialogue policy 

learning.  

 
Table 2. Summary of datasets: The datasets vary in terms of the number of dialogues, domains, and slots, 

providing different levels of complexity for training and testing conversational models. The table also 
indicates the number of dialogues allocated for training, validation, and testing. 

 

 Normal   Synthetic  

MultiWoz 

2.1  

SGD  Simple  Medium  Hard  

Dialogues  10438  20000  2000  6000  10438  

Domains  7  20  2  5  7  

Slots  45  45  10  22  45  

Train  8438  16000  1200  3600  8438  

Val  1000  2000  400  1200  1000  

Test  1000  2000  400  1200  1000  

 

4.2. Evaluation Metrics  
 
In dialogue management, precision indicates how many of the predicted responses or actions 

were relevant, while recall illustrates how many of the actual relevant responses were correctly 

predicted by the model. The F1 score, being the harmonic mean of precision and recall, provides 

a balanced measure of a model’s performance, especially in situations where there’s an uneven 
class distribution. These metrics, thus, offer a comprehensive view of how well a model performs 

in real-world scenarios where both false positives and false negatives have significant 

implications.  
 

• F1 Score(F1): A balanced measure considering false positives and negatives.  

• Precision(P): The model can predict only relevant responses, minimizing false 

positives.  

• Recall(R): Highlights the model’s strength in capturing all potential correct 

responses, minimizing false negatives.  
 

4.3. Experimental Infrastructure  
 

All computations were performed using an NVIDIA GeForce RTX 3090, with all models 

completed within 24 hours across all datasets.  
 

4.4. Models  
 

Our experiments incorporated some of the most referenced models in dialogue management. 

Their hyperparameter configurations remained consistent with the original specifications: 
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• Transformer embedding dialogues (TED) [8] uses the Star-Space algorithm developed 

by Facebook [21]. TED’s primary goal is to enhance chatbots’ performance in dialogue 
tasks by employing transformer-based encoders to capture temporal relations in the 

dialogues. 

• Recurrent embedding dialogues (RED)[8] is the same network as TED but uses an 
LSTM encoder [22] rather than transformer-based encoders.  

• Planning Enhanced Dialog Policy (PEDP) [10] improves the performance of chatbots 

in dialogue tasks by using a planning module to predict intermediate states and individual 

actions. 

• DiaMultiClass (MC) [7] is a three-layer MLP. 

• DiaSeq (SEQ) [7] is a two-layer perceptron to extract features from raw state 

representations and uses a GRU to predict the following action. 

• DiaMultiDense (MD) [7] uses a two-layer MLP to extract state features, followed by an 

ensemble of dense layers, and Gumbel-Softmax [23] functions consecutively.4.5 

Dialogue State  
 
The state representation follows the structure from [7]. The representation includes:  

 

• Current slots  

• Last user intent: This is derived directly from human annotations, ensuring consistency 
and accuracy.  

• Last system action  

• Current dialogue management state 

 
We use the standard state representation for RED and TED as proposed in [8]. The representation 

is based on a binary embedding that integrates the above information types. Lastly, we treat the 

bot response problem as a multi-label prediction task, allowing combined atomic actions within a 
single dialogue turn. Each action merges the domain name, action type, and slot name. 

 

4.5. Experiments  
 

Table 3. Experimental results were obtained using all available datasets. That is in line with the results 

reported in the literature for the Multiwoz and SGD datasets 

 

  MultiWoz (%)    SGD (%)   

Models  F1  P   R  F1  P   R  

MC  39.41  54.60   34.32  73.78  77.77   71.20  

MD  35.92  51.93   30.10  78.37  90.33   72.32  

SEQ  44.64  51.91   43.66  86.04  87.69   84.65  

RED  69.52  65.27   69.52  74.44  74.27   77.61  

TED  61.98  62.28   67.46  78.33  79.65   80.25  

PEDP  66.95  78.11   65.02  84.74  92.07   81.30  
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Table 4. Experimental results were obtained using simple, medium, and hard synthetic datasets. 

 

  Simple 

(%) 

  Medium (%)   Hard (%)  

Models  F1  P  R  F1   P  R  F1  P  R  

MC  85,92  91,44  84,19  86,62  92,68  84,12  85,8  91,74  83,38  

SEQ  81,91  89,72  80,19  80,25  90,31  77,66  80,45  90,36  77,87  

RED  100  100  100  100  100  100  99,76  99,76  99,76  

TED  100  100  100  98,9  98,99  98,95  90,11  94,97  89,55  

PEDP  99,98  99,99  99,98  99,55  99,45  99,71  98,67  99,03  98,52  

 

We evaluated different models using real datasets, Multiwoz 2.1 and SGD, and we present the 

results in Table 3. In the Multiwoz 2.1 dataset, the RED model achieved the highest results in F1 

and Recall, with both values at 69.52%. On the other hand, the PEDP model stood out for its 
precision, which reached a maximum value of 78.11%, suggesting that this model was 

particularly effective in minimizing false positive responses.  

 
Alternatively, in the SGD dataset, the SEQ model stood out, achieving the highest F1 and Recall 

values, at 86.04% and 84.65%, respectively. This reflects that the SEQ model provided the best 

performance in terms of balance between precision and recall in this dataset. However, it was the 
PEDP model that achieved the highest precision, with a value of 92.07%, indicating that this 

model was extremely effective at generating correct positive predictions. These results vary 

between the two datasets, underscoring that models can perform differently depending on the 

characteristics of the dataset they are working with. Overall, it appears that all models performed 
better with the SGD dataset compared to Multiwoz2.1. In addition to evaluating the models with 

the real datasets Multiwoz 2.1 and SGD, we also conducted tests with synthetic data. These 

synthetic datasets were generated with different levels of complexity: simple, medium, and hard.  
 

In the simple synthetic dataset, both the RED and SEQ models achieved perfection in all 

evaluation metrics, reaching 100% in F1, Precision, and Recall. This indicates that both models 
were capable of handling this dataset with high precision and completeness. On the other hand, 

the TED, MD, MC, and PEDP models performed less well, although all achieved a good 

performance. As the complexity increased with the medium synthetic dataset, the SEQ model 

maintained its perfect performance. The RED model experienced a slight drop in performance, 
although it remained high. In contrast, the other models showed a similar performance to what 

was observed in the simple synthetic dataset. Finally, on the hard synthetic dataset, the SEQ 

model consistently demonstrated exceptional performance, achieving nearly 100% in all metrics. 
The rest of the models showed a slight decrease in their performance compared to the less 

complex synthetic datasets, indicating that the increasing difficulty of the data poses additional 

challenges for these models. 

 
Continuing with the robustness tests of the models, we also explored how they behave in the 

presence of errors in the datasets. To do this, we gradually increased the proportion of errors in 

the synthetic datasets and observed its impact on the performance of the models, and the results 
are shown in 2. All models achieved high performance with the dataset without errors. The RED, 

SEQ and TED achieved perfect performance. MD, MC, and PEDP also demonstrated high 

performance, although slightly below than others. However, when increasing the errors to 10%, 
we saw that all models experienced a decrease in their performance. In particular, the TED and 

RED models were the most affected, with a drop in performance to 80%. 
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On the other hand, the SEQ model maintained the highest performance. As errors increased to 
20% and 40%, the SEQ model showed the highest performance, closely followed by PEDP. 

RED, MD, MC, and TED continued to experience decreased performance, with TED being the 

most affected model. When errors reached 40% and 60%, the SEQ model showed notable 

robustness, maintaining its performance at 80%. On the other hand, the performance of RED and 
TED fell significantly. Finally, even with very high error levels of 80% and 90%, the SEQ model 

showed remarkable robustness with a stable performance. In contrast, the other models 

experienced additional decreases in their performance, showing an almost linear trend. 
 

In conclusion, our findings suggest that the TED, RED, and SEQ models are notably robust when 

faced with datasets of varying complexity, maintaining high performance even on the most 
challenging datasets. The MD, MC, and PEDP models also demonstrated respectable 

performance, but they were more impacted by the increasing complexity of the datasets. 

Importantly, these experiments also highlight that errors in datasets can significantly impact the 

performance of models, a factor that is often overlooked when comparing solutions. Our results 
show that the SEQ model proved to be the most resilient in the face of dataset errors, closely 

followed by PEDP. While all models experienced a performance drop with the introduction of 

errors, the SEQ model showed impressive robustness, maintaining consistent performance even 
at high error levels. In contrast, the RED and TED models were significantly more impacted by 

the introduction of dataset errors. This study underscores the importance of considering dataset 

errors in model evaluation and comparison. Therefore, acknowledging the effects of errors in 
datasets is crucial for developing and deploying more reliable and efficient models. 

 

 
 

Figure 2. The ability of systems to maintain their performance in the presence of NLU or labeling errors. 

 

5. LIMITATIONS AND FUTURE WORKS 
 

Our study has provided valuable insights into the effects of dataset quality on the performance of 

TODS. However, several limitations need to be addressed in future research.  
 

First, while synthetic datasets offer a controlled environment to study specific errors, they 

inevitably lack the richness and unpredictability of real human conversations. A key challenge for 

future work is to bridge the gap between synthetic and real-world data, perhaps by integrating the 
two to create more robust and nuanced training materials. 
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Second, our focus on dataset errors, although crucial, does not encompass all aspects that 
contribute to the adequate performance of dialogue systems. The interplay between error 

management, NLU, NLG, model architecture, and the learning algorithm complexity should be 

examined in greater depth. Further studies could also consider the impact of these factors on 

dialogue management comprehensively. Third, scalability and complexity pose significant 
hurdles as we strive to create dialogue systems that manage an ever-growing array of tasks across 

various domains. There is a need for scalable strategies to generate synthetic datasets 

representative of this diversity. Creating methodologies for efficiently extending dataset coverage 
without compromising quality will be an area of ongoing research. 

 

Building upon our current research, the following avenues are proposed for future work: 
 

• Developing Hybrid Datasets: Future research could focus on creating hybrid datasets 

that combine real conversation elements with synthetically generated errors. This 

approach could provide a middle ground that maintains the complexity of real dialogues 
while allowing controlled error analysis. 

• Improving NLU and NLG: Exploring the boundaries of NLU and NLG within the 

context of dataset errors could yield significant improvements in dialogue system 

performance. This includes the enhancement of entity recognition, context 
understanding, and the generation of more coherent and contextually relevant responses. 

• Cross-domain and   Multi-domain   Studies:   Investigating the transferability of 

models trained on synthetic datasets to cross-domain and multi-domain scenarios would 

be valuable. This involves developing models that generalize well across different 
domains and adapt to new ones with minimal additional training. 

• Exploring   Alternative   Learning    Paradigms:   Alternatives to supervised and 

reinforcement learning, such as semi-supervised, unsupervised, and transfer learning, 
should be explored for their potential to reduce dependency on large annotated datasets. 

• Integration with Large Language Models (LLMs): As Large Language Models 

continue to advance, their integration into task-oriented dialogue systems to enhance 

natural language understanding and generation becomes feasible. Future work could 
investigate how pre-trained LLMs can be fine-tuned using transfer learning techniques to 

better capture the nuances of specific domains or tasks without requiring extensive 

domain-specific, labeled training data. 
 

6. CONCLUSIONS 
 

This work emphasizes the significance of high-quality, curated datasets for accurate model 

evaluation in dialogue management. We have introduced a taxonomy that categorizes the primary 
errors found in these datasets, highlighting the necessity for their meticulous handling. Moreover, 

our synthetic dataset generator has been crafted as a tool for researchers and developers to assess 

their dialogue management models. Using this tool, they can explore model behavior in the 
presence of various errors, offering deeper insights into their system’s robustness and 

performance. 
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