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Abstract

Script identification plays a vital role in applications that involve handwriting and document analysis within a multi-script
and multi-lingual environment. Moreover, it exhibits a profound connection with human cognition. This paper provides a
new database for benchmarking script identification algorithms, which contains both printed and handwritten documents
collected from a wide variety of scripts, such as Arabic, Bengali (Bangla), Gujarati, Gurmukhi, Devanagari, Japanese, Kan-
nada, Malayalam, Oriya, Roman, Tamil, Telugu, and Thai. The dataset consists of 1,135 documents scanned from local
newspaper and handwritten letters as well as notes from different native writers. Further, these documents are segmented into
lines and words, comprising a total of 13,979 and 86,655 lines and words, respectively, in the dataset. Easy-to-go benchmarks
are proposed with handcrafted and deep learning methods. The benchmark includes results at the document, line, and word
levels with printed and handwritten documents. Results of script identification independent of the document/line/word level
and independent of the printed/handwritten letters are also given. The new multi-lingual database is expected to create new
script identifiers, present various challenges, including identifying handwritten and printed samples and serve as a founda-
tion for future research in script identification based on the reported results of the three benchmarks.
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With the ever-increasing demand for the creation of a digital
world, many Optical Character Recognition (OCR) algo-
rithms have been developed over the years. A script can
be defined as the graphic form of the writing system used
to write a statement. The availability of large numbers of
scripts makes the development of a universal OCR a chal-
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properties and the number of possible classes or characters.
The extremely high number of available scripts makes the
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In this paper, we propose using texture-based features
on black-and-white images as the first step. These features
will emphasize borders and corners, aligning with cogni-
tive principles. The extracted features will then be inputted
into machine learning schemes for script identification. In
the second step, we will leverage deep learning classifiers
that emulate the interconnected nature of human cognitive
processes to perform the same task.

Our approach involves comparing texture features and
machine learning schemes with deep learning paradigms
to establish a benchmark for the shared new multi-lingual
MDIW-13 script identification database. This benchmark is
expected to serve as a valuable resource for evaluating and
comparing diverse script identification methods.

The approach for handling documents in a multi-lingual
and multi-script environment is divided into two steps: first,
the script of the document, block, line, or word is estimated,
and secondly, the appropriate OCR is used. This approach
requires a script identifier and a bank of OCRs, at a rate of
one OCR per possible script.

Many script identification algorithms have been proposed
in the literature. A survey published in 2010 with a tax-
onomy of script identification systems can be found in [2]. A
more recent global study on state-of-the-art script identifica-
tion can be found in [3]. Instead, the survey in [4] is focused
on Indic Scripts. These surveys report novel performances
of script identification methods based on pattern recognition
strategies.

Script identification can be conducted either offline,
from scanned documents, or online if the writing sequence
is available. Identification can also be classified either as
printed or handwritten, with the latter being the more chal-
lenging. Script identification can be performed at different
levels: page or document, paragraph, block, line, word, and
character. An example for Indic scripts is given in [5].

As it is similar to any classical classification problem,
the script identification problem is a function of the number
of possible classes or scripts to be detected. Furthermore,
any similarity in the structure of scripts represents an added
challenge. If two or more scripts are very similar, then the
identification complexity increases. For example, the Kan-
nada and Telugu scripts are very similar and thus, lend them-
selves to confusion in many cases. Although documents with
two scripts represent the most common problem, documents
with three and more scripts can also be found [6].

A unified approach based on local patterns analysis was
proposed in [7] for script identification at line level and
improved in [8] for word level. It was applied to video
frames in [9]. In these cases, histograms of local pat-
terns are used as features describing both the direction
distribution and global appearance of strokes. In a further
step, Neural Networks have demonstrated their capacity
to extract highly discriminant features from images when
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enough data is available. Consequently, Neural Networks
with Deep Learning have been explored in many tasks
that involve document analysis. Specifically, in [10], the
authors proposed a Discriminative Convolutional Neural
Network (DCNN). Their approach combines deep features
obtained from three convolutional layers. Their results,
which registered performance gains of over 90% in a data-
base with 13 scripts, demonstrate the feature extraction
capacity of DCNN for script identification tasks.

Other approaches have explored similar or optimized
architectures like Discriminative CNN [10]. An example is
given in [11], where the authors stated that addressing the
script identification problem with state-of-the-art Convo-
lutional Neural Network (CNN) classifiers is not straight-
forward, as they fail to address some key characteristics of
scripts, e.g., their extremely variable aspect ratio. Instead
of resizing input images to a fixed aspect ratio, the authors
of [11] proposed a patch-based classification framework
to preserve discriminative parts of the image. To this end,
they used ensembles of conjoined networks to jointly learn
discriminative stroke-part representations and their rela-
tive importance in a patch-based classification scheme.

CNN s have further been applied to handwritten script
recognition, as proposed in [12]. In that work, an architec-
ture composed of two convolutional layers was employed.
The results in a database containing 5 scripts demonstrate
the potential of CNNs in either handwritten or printed
text. Recurrent Neural Networks (e.g., Long Short-Term
Memory Networks) have been explored in the context of
Arabic [13] and Indic [14] script identification. These
network architectures allow capturing sequential infor-
mation and achieving state-of-the-art performance. Also,
a combination of individually trainable small CNNs with
modifications in their architectures was used in [15] for
multi-script identification.

Further, the authors in [16] introduced the extreme learn-
ing machine (ELM) technique, which generalizes the per-
formance of neural networks. The authors studied this tech-
nique on 11 official Indic scripts and observed significant
results when the sigmoidal activation function was used.

The power of CNN was also evidenced in [12] to identify
Chinese, English, Japanese, Korean, or Russian scripts. The
authors also evaluated whether the texts were handwritten or
machine-printed and obtained excellent performances.

In summary, while most works claim identification rates
exceeding 92%, each work, however, uses different datasets
with different script combinations. Therefore, it is difficult
to carry out a fair comparison of these different approaches.
Moreover, the databases employed in related studies usu-
ally include two to four scripts. A few actually include an
even higher number of scripts. The most popular scripts are
Latin, Indian, Japanese and Chinese, with Greek, Russian
and Hebrew also featuring here and there [2]. A common
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database allowing a fair comparison of different algorithms
would thus be desirable.

While building a dataset used to be a costly endeavor, it
has become much simpler and easier today, even though the
task remains arduous and laborious. For instance, documents
from different scripts can be generated using the Google
Translate application, as in [8], for example. However, in
this case, the font, size and background of the generated
document will be the same, which is unrealistic.

To alleviate this drawback, this paper aims to offer
a database for script identification, which consists of a
wide variety of some of the most commonly used scripts,
collected from real-life printed and handwritten docu-
ments. Further, along with the database, its benchmark-
ing with texture-based features and deep learning are also

Fig. 1 Samples of newspaper
used for the dataset
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Fig.2 Samples of handwritten documents used for the dataset
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showcased. The printed documents in the database were
obtained from local newspaper and magazines, and there-
fore, comprise different fonts and sizes and cursive and
bold text. A sample of the newspaper used can be seen in
Fig 1. The handwritten part was obtained from volunteers
from all over the world, who scanned and shared their
manuscripts. A few samples of the handwritten documents
can be seen in Fig 2.

The following three benchmarks of this database are
provided for script identification using different hand-
crafted features: Local Binary Pattern [17], Quad-Tree
Histogram of Templates [18], and Dense Multi-Block
Local Binary templates with a Support Vector Machine
as a classifier [19]. These script identifiers were used in
a document analysis context in [4] and [5]. A benchmark
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with Deep Learning techniques is also included in our
study to demonstrate the usefulness of this database to
train deep models.

As a summary, the contributions of the work are listed
as follows:

1. A freely accessible multi-lingual database towards
script identification called MDIW-13 (Multi-lingual and
Multi-script Document Identification in the Wild. Num-
ber 13 refers to the number of scripts in the dataset).

2. The database provides the possibility of handwritten and
printed script identification.

3. The database allows script identification at document,
line, and word levels.

4. The database enables cross-training, e.g., train with
printed and test with handwriting; train with lines and
test with words, among others.

5. A benchmark with different standard parameters and
classifiers is given for the sake of comparison.

Previous Works on Public Databases

The research community is interested in script identification
as it can help in different document analysis tasks, such as
OCR, handwriting recognition, document analysis or writer
identification [20]. However, the number of script identifica-
tion databases available is limited, so there is a significant
need for publicly available databases.

Regarding the number of scripts, size, and availability
of datasets for script identification, the most popular pub-
lic databases contain only Roman and Arabic scripts. An
example includes the database of the Maurdor project [21],
which is contemporary to the MALIS-MSHD [22]. Other
ones can be also used for script identification although they
are devised for writer recognition [23]. Also exist databases
of printed script [24]. Roman, Bengali and Devanagari
databases were compiled in [25]. The authors proposed bi-
script and tri-script word-level script identification bench-
marks studying the performances in several classifiers. The
literature also considers databases with peculiar scripts,
which have not been thoroughly investigated in handwrit-
ing. An example can be seen in [26], where an Indic data-
base includes the Meitei Mayek script. The SIW-13 [27] is
a script identification benchmark with ten different scripts
composed of printed text obtained from natural scene
images. SIW-13 consists of 10 scripts, including English,
Greek, Hebrew, Russian, Arabic, Thai, Tibetan, Korean,
Kannada, Cambodian, Chinese, Mongolian, and Japanese.
Also, in [28] is found PHDIndic_11, a publicly available
dataset focused on 11 official Indic Scripts, which are used
in the 22 official languages in India. Previous existing data-
bases are summarized in Table 1.

@ Springer

Table 1 Summary of public script identification databases(H &P =
Handwritten and Printed samples)

Ref. H &P  #scripts #language #words #docs
[21] Yes 2 3 - 2.5K
[22] No 2 2 - 1.2K
[23] No 2 2 - 1K
[24] Yes 2 2 - 5K
SIW[27] No 13 13 13K 7.7K
[28] No 11 22 19K 1.5K
[29] No 3 4 5.6K -

[30] No 4 4 104K* 0.7K
Our MDIW  Yes 13 13 87K 1K

H &P: Handwritten and Printed documents

*word/subword

The new database built in this work, MDIW-13, rep-
resents a step forward in the field of script identification,
with 13 scripts and over 87,000 handwritten and printed
words. The main difference between our work and existing
databases lies in a large number of scripts employed in the
proposed dataset. Some of these 13 scripts are pretty similar,
whereas others are somewhat different. Also, some of them
can be found in real applications in countries like India,
where many Indian and even non-Indian scripts can be found
in border control, access, courier companies, or document
analysis. This property makes the MDIW-13 database more
versatile and interesting in Indic environments. Furthermore,
MDIW-13 is composed of text extracted from documents,
which is carefully preprocessed to eliminate covariates from
background and acquisition protocols.

Another contribution of this paper is to provide a bench-
mark with well-known and easy to replicate script identi-
fiers. In this case, the benchmark leads to studying the per-
formance impact when the training set uses words or lines or
pages or a combination of all three. This kind of experiment
is a possibility offered by MDIW-13.

The rest of this paper is organized as follows: Sect. 2
describes the database and its different features. While
Sect. 3 describes the proposed script identifiers for bench-
marking purposes, Sect. 4 gives the benchmarking design
and experiment results. Section 6 and 7 close the paper with
a discussion and a conclusion.

MDIW-13: A New Database for Script
Identification

The proposed database consists of printed and handwritten
samples from a total of 113 documents, which were scanned
from local newspaper and handwritten letters and notes.
From these documents, a total of 13,979 lines and 86,655
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words from 13 different scripts were extracted. The database
is offered with the raw data from direct digitalization and
after the preprocessing carried out here. This database can
be freely downloaded for research purposes.

Main Challenges in Data Collection

Probably, the main challenge in this work was to obtain the
data, especially from newspaper, because of the wide variety
of scripts involved.

It is possible that some documents for each script could
contain some sort of watermark owing to the fact that each
document came from a different original native location.
This poses a risk of the document watermark, rather than
the script, being recognized, which could be the case with a
deep learning-based classifier.

Segmenting text from the backgrounds of some docu-
ments was challenging. Even with state-of-the-art segmen-
tation techniques used, the result was unsatisfactory and
included a lot of salt and pepper noise or black patches, or
some parts of the text were missing.

To avoid these drawbacks and provide a dataset for script
recognition, all the documents were preprocessed and given
a white background, while the foreground text ink was equal-
ized. Furthermore, all documents were manually examined.
Both original and processed documents are included in the
database.

To conduct experiments on script recognition at differ-
ent levels (i.e., document, line and word), each document
was divided into lines and each line into words. In this divi-
sion, a line is defined as an image with two or more words,
and a word is defined as an image with two or more char-
acters. It is worth highlighting that the whitespaces were

unaltered in any case since the importance of their use in
script identification.

In the following subsections, specific challenges in
digitalizing both printed and handwritten documents are
highlighted.

Main Challenges in Digitizing Printed Documents

The part of the database from printed documents was
acquired from a wide range of local newspaper and maga-
zines to ensure that the samples would be as realistic as
possible. The newspaper samples were collected mainly
from India (as a wide variety of scripts are used there),
Thailand, Japan, the United Arab Emirates, and Europe. A
few examples of the printed documents used are shown in
Fig 1. The database includes 13 different scripts: Arabic,
Bengali, Gujarati, Gurmukhi, Devanagari, Japanese, Kan-
nada, Malayalam, Oriya, Roman, Tamil, Telugu, and Thai.

The newspaper were scanned at a 300 dpi resolution. Par-
agraphs with only one script were selected for the database
(paragraph here means the headline and body text). These
paragraphs included multiple fonts, letter styles with italics
or bold formats. Nevertheless, some newspaper mix different
scripts in the same text. For instance, an Arabic number or
a Latin character could be found in a Devanagari script. In
these cases, it was tried not to mix those scripts in a single
part of the database.

Further, it was tried to ensure that all the text lines were
not skewed horizontally. All images were saved in png
format, using the script_xxx.png naming convention, with
script being an abbreviation or memo for each script, and
xxx, the file number starting at 001 for each script. The
scripts, abbreviations, and the number of documents for

Table 2 Database figures

Script Abbrev Handwritten Printed
Docs Lines Words Docs Lines Words
Arabic/Per Arab 48 621 3940 51 1082 6202
Bengali Ban 67 1486 9320 51 466 2557
Gujarati Guj 3 41 181 32 384 2211
Gurmukhi/Punjabi Gurm 6 111 700 115 1062 9104
Devanagari Hind 21 230 1457 47 397 2782
Japanese Jap 20 121 441 80 559 1814
Kannada Kan 15 377 1995 53 582 2157
Malayalam Mal 12 211 719 70 706 4320
Oriya Ori 50 1136 7847 42 548 2309
Roman Rom 90 750 4308 56 961 7627
Tamil Tam 14 276 1430 46 301 2118
Telugu Tel 10 154 801 49 483 2126
Thai Tha 26 473 4472 61 461 3717
Total: 382 5987 37611 753 7992 49,044

Docs: number of documents; Lines: number of lines; Words: number of words
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each script are illustrated in Table 2. Further information
about the dataset can be found in Tables 10, 11 and 12 in
the Annexes.

Main Challenges in Digitizing Handwritten Documents

Similarly to the printed part, the handwritten database also
included 13 different scripts: Persian as Arabic, Bengali,
Gujarati, Punjabi, Gurmukhi, Devanagari, Japanese, Kan-
nada, Malayalam, Oriya, Roman, Tamil, Telugu and Thai.

To collect them, several invitations were sent to several
native researchers and colleagues from different countries,
who were capable of writing documents in their respective
scripts, asking for handwritten letters. Each volunteer wrote
a document with their pen and with no restrictions on the
paper type used. Next, they digitized these documents on
unspecified devices and without the limitation of scanning
settings, such as resolution, and then sent them to us by
e-mail. Consequently, the documents had large ink, sheet
and scanner quality variations. All these uncontrolled condi-
tions meant constructing a database as close to the wild as
possible. Note that the Roman sheets came from the IAM
handwritten database [31]. Some examples are shown in
Fig 2.

Background and Ink Equalization

Due to the broad quality range of the documents, a two-
step preprocessing was performed. In the first step, images
are binarized by transforming the background into white,

Fig.3 Pre-processed database
and line and word segmentation
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while in the second step, an ink intensity equalization is
performed.

Because the background texture, noise, and illumina-
tion conditions are primary factors that degrade document
image binarization performance, an iterative refinement
algorithm was used to binarize [32]. Specifically, the
input image is initially transformed into a Bhattacharyya
similarity matrix with a Gaussian kernel, which is sub-
sequently converted into a binary image using a maxi-
mum entropy classifier. Then a run-length histogram is
used to estimate the character stroke width. After noise
elimination, the output image is used for the next round
of refinement, and the process terminates when the esti-
mated stroke width is stable. However, some documents
are not correctly binarized, and in such cases, a manual
binarization is performed using local thresholds. All the
documents were reviewed, and some noise was removed
manually.

Sometimes, collaborators made mistakes during the
writing of the letter. Such mistakes resulted in blurred
handwriting with scribbles in some parts of the letters
which were identified and repaired by adding white boxes
to these scribbled parts of the documents.

For ink equalization, an ink deposition model proposed
in [33] was used. All the black pixels on the binarized
images were considered ink spots and correlated with a
Gaussian width of 0.2 mm. Finally, the image was equal-
ized to duplicate fluid ink, as in [34]. The result can be
seen in Fig 3.
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Text line Segmentation

For the lines from a document to be segmented, they must
be horizontal; otherwise, a skew correction algorithm must
be used [17].

For line segmentation, each connected object/compo-
nent of the image is detected, and its convex hull obtained,
as shown in Fig 4. The result is dilated horizontally in
order to connect the objects belonging to the same line
(see Fig. 4) and each connected object is labelled. The
next step is a line-by-line extraction, performed as follows:

1. Select the top object of the dilated lines and determine
its horizontal histogram.

2. Ifits histogram has a single maximum, then it should be
a single line, and the object is used as a mask to segment
the line (see Fig 4).

3. If the object has several peaks, it is assumed that there
are several lines. To separate them, the following steps
are followed:

(a) The object is horizontally eroded until the top
object contains a single peak.

(b) The new top object is dilated to recover the origi-
nal shape and is used as a mask to segment the top
line.

4. The top line is deleted, and the process is repeated from
step 1 to the end.

Original document Convex hull of each word
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Qg pmoa 00 ol
Mask of each line Lines extracted with their mask

Mask line 1 .

Mask line 2 =

Mask line 4

Mask line 5

Fig.4 Line detection procedure

This automatic segmentation procedure was initially used.
Later, each line was manually examined. Any lines that
had been wrongly segmented were manually repaired.
The lines were saved as image files and named using the
script_xxx_yyy.png format, where yyy is the line number,
xxx is the document number and script is the abbreviation
for the script, as previously mentioned. Figure 3 presents
an example of a segmented line for handwriting. These
images are saved in grayscale format. The number of lines
per script can be seen in Table 2.

Word Segmentation

The words were segmented from the lines in two steps,
with the first step being completely automatic. Each line
was converted to a black and white component, a vertical
histogram was obtained, and points where the value of the
histogram was found to be zero were identified as the gaps
or the intersection. Gaps wider than one-third of the line
height were labelled as word separations.

In the second step, failed word segmentations were
manually corrected. Each word was saved individually as
a black and white image. The files were named using the
script_xxx_yyy_zzz.png format, with zzz being the word
number of the line script_xxx_yyy. For instance, a file
named roma_004_012_004.png contains the black and
white image of the fourth word on the 12th line of the 4th
document in Roman script. An example of the segmenta-
tion result can be seen in Fig. 3. The number of words per
script is shown in Table 2.

In Thai and Japanese, word segmentation is conducted
heuristically because their lines consist of two or three
long sequences of characters separated by a greater space.
This is because there is generally no gap between two
words in these scripts, and contextual meaning is generally
used to decide which characters comprise a word. Since
we did not conduct text recognition and no contextual
meaning is applied in the current database, the following
approach for pseudo-segmentation of Thai and Japanese
scripts was used after sought advice from native Thai and
Japanese writers: for each sequence of characters, the first
two characters are the first pseudo-word; the third to the
fifth characters are the second pseudo-word; the sixth to
the ninth characters are the third pseudo-word, and so on,
up to the end of the sequence.

It should be noted that in this work, our intention is not
to develop a new line/word segmentation system. Only a
simple procedure is used to segment lines and words in a
bid to build our database. In this way, a semi-automatic
approach is worked out, with human verification and cor-
rection in the case of erroneous segmentation.
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Script Identifiers

For database benchmarking, an automatic script identifier is
required. For a more general benchmarking of the database,
up to four automatic script identifiers are used. The two firsts
are based on the classical feature-classifier structure, and
the last two are based on deep learning. Our motivation in
defining the benchmarks is that they are easy to replicate by
third parties, allowing them to establish a baseline in these
three cases. To this aim, the systems are accessible in several
toolboxes under different programming languages.

In feature-classifier script identifiers, the script feature
extractors used in this section are based on local patterns.
Specifically, we used Local Binary Patterns (LBP) [17],
Quad-Tree histograms [18], and Dense Multi-Block
LBPs [19]. Such features can be seen as constituting a unify-
ing approach, thus bringing together the traditional appear-
ance and structural approaches. When these techniques are
applied to black and white images, local patterns can be
considered as the concatenation of the binary gradient direc-
tions. The histogram of these patterns contains information
on the distribution of the edges, spots, and other local shapes
in the script image, which can be used as features for script
detection. The following section describes the features used
for script identification. The classifier used for script iden-
tification, which is a Support Vector Machine (SVM) [35],
is also described.

For script identification based on deep learning, two
popular state-of-the-art image recognition architectures
based on Convolutional and Residual layers are used for
benchmarking.

Local Binary Patterns for Script Detection

Local Binary Patterns: The original LBP [17] operator
labels the pixel of an image by thresholding the 3 X 3 neigh-
borhood around each pixel and concatenating the results
binomially to form a number. Assume that a given image is
defined as I(Z) = I(x,y). The LBP operator transforms the
input image to LBP(Z) as follows:

7

LBP(Z,) = ZS(I(ZI’) - 1(Z,))2° (1)
p=0

here s(l) = ! lZO's the unit step function and 1(Z)) is

w sO=4307<0! unit step functi ) 1

the 8-neighborhood around /(Z.), and p represents the order
of the considered neighbor. In this paper, we set p to 3, cor-
responding to an 8-neighbor configuration..

LBP feature: The LBP(Z) code matrix contains informa-
tion about the structure to which the pixel belongs —a stroke
edge, a stroke corner, a stroke end and so on. It is assumed
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that the distribution of these structures defines the script.
The distribution is obtained as the histogram of the LBP(Z),
named /; 5p. As the histogram is a function of the size of the
image, it is normalized as hn, gp = h; gp/ Y. I gp- The length
of this vector is 255 since the LBP value for the background
is discarded.

The problem with the histogram is that it leads to a loss of
spatial distribution of the structures. To include the spatial
distribution in the LBP feature, the image is divided into a
number of zones so as to calculate the histogram in each
zone as a vector hn;gp, and then concatenating them. After
several experiments were conducted, and a range of smaller
and larger zone sizes were tested, the best performance
was obtained when dividing the lines and words into three
equal horizontal regions, which overlapped by 30%. Thus,
the vector H;gp = [hn} . hn? . hn? ] of 765 components
was worked out.

Finally, this vector of size 765 was reduced to 255, start
counting from the zeroth component, by calculating the DCT
of H, zp and by selecting from the second to the 256th com-
ponent. This new vector is the LBP feature used to identify
scripts in the cases of lines and words. An example of this
procedure is illustrated in Fig 5.

In the case of a full document with several lines, the LBP
features of all the lines were combined at the score level.

Quad-Tree Histogram of Templates for Script
Detection

In this section, it is proposed a new and efficient feature for
script identification. It is based on a quad-tree computation
of the Histogram of Templates (HOT). It was introduced
for signature verification in [18]. Specifically, this feature is
an extension of the HOT, which is introduced to highlight
local directions.

The implementation of the HOT employs a set of 20 tem-
plates to describe the segment orientations by comparing the
positional relationship between a pixel and its neighborhood
references. Specifically, a sliding window covering 3 X 3
pixels is applied to the text image to count the number of
pixels that fit this template. The resulting counts constitute
the histogram of the templates. In [18], HOT is computed by
considering the pixel and gradient information. This vector
is calculated in the following steps:

1. Pixel information-based HOT (P-HOT). There are 20
possible templates, and each template corresponds to a
possible combination of adjacent pixels Z, and Z, with
pixel Z = (x,y). For each template and pixel Z, if the
grey value I(Z) is greater than the grey value of the two
adjacent pixels I(Z,) and I(Z,), then add 1 to the value
of this template. In other words, the following condition
should be satisfied:
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Fig.5 LBP features for script
identification

Segmented line

LBP histogram

LBP Block 1

100 200 300 400 500 600 700
LBP feature
0.02 —
o.01f | ‘ | I ‘
UI‘J‘H! |‘| A “ﬁ' 'y
off Wi 'ﬂ AAA l | \‘Jv!r.‘) "."J‘, . r_:-*,a» - _,4_‘,“} JU ',“,‘u.‘f‘ﬁ"_“' 1[
v A I | V7 ' '
0.10
100 150 200 250
12Z) > I(Z) NI(Z) > I(Z,). ) level, while at the second, there are four partitions. Hence,

The vector of the tally of these 20 templates is termed
a histogram of templates, which is the feature vector.

2. Gradient information-based HOT (G-HOT): For each
template, if the gradient magnitude Mag(Z) of a pixel
Z = (x,y) is greater than the gradient magnitude of the
two adjacent, pixels, i.e. Z, matches the following condi-
tion:

Mag(Z) > Mag(Z,) A Mag(Z) > Mag(Z,) 3)

In this case, we then add 1 to the value of this template.
There are 20 possible combinations of adjacent pixels
Z, and Z, for each pixel Z, and so there are 20 templates.
Similar to P-HOT, the vector of the tally of the 20 tem-
plates is known as the gradient histogram of templates,
which acts as the feature vector.
The HOT template consists of the 20 values of the P-HOT
feature concatenated with the 20 values of the G-HOT fea-
ture, for a total of 40 values. To facilitate the verification
process, after the HOT calculation for each region, it is per-
formed an L2 normalization on the 40 values of the HOT to
scale in the margin between 0 and 1.
The quad-tree structure considers the spatial property of
a local shape by dividing it into four cells at different levels.
The center of gravity of the pixels is assigned to the center
of the equi-mass partition. This overcomes empty computing
cells, especially at deeper levels. Therefore, HOT is locally
computed at each level of the quad-tree structure, while the
whole image feature is obtained by concatenating all local
HOT features.
Heuristically, it was used the HOT features at the first and
second quad-tree levels. There is the full image at the first

there are 5 HOT features, which run to a 200-dimensional
feature vector. An example of this procedure is shown in
Fig. 6.

Script Features Based on Dense Multi-Block LBP
Features

Dense Multi-Block LBPs (D-LBP) are new features that
have recently been proposed for script identification, and
they are derived from LBP, as indicated by Equation 1.
They are based on a spatial pyramidal architecture of the
multi-block LBP (MBLBP) histograms proposed in [36]. We
chose this classifier for its performance properties, making
it suitable for our benchmark. It is well-suited for cognitive
computation, approximating the human cognitive process
of information selection. Additionally, our article includes
other novel classifiers, allowing us to showcase a wide per-
formance spectrum and analyze our database thoroughly.

Specifically, an image / of n, rows and n, columns, at level
[=1,2,...,L,is divided into Ny by N, patches of height /,
and width w;. The patches are uniformly distributed in the
image. For each patch, the histogram of MBLBP descriptors
at different scales is worked out. The feature consists of all
the concatenated histograms, which result in a feature of
dimension Y, 2565 NS NJ.

In our case, for script identification, it is heuristically
defined L = 2 and s = 4. At the first level, N} = 1, Nf =1,
hy =n, and w, = n, at the second level, N;‘ =3, Ng =3,
h, = 0.5n, and w, = 0.5n,, and so the 9 (3 X 3) patches are
25% overlapped. Hence, the final feature vector dimension
is 10,240. An example of the distribution of the patches is
shown in Fig. 7 for a Gurumukhi word. This feature vector
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Fig.6 Quad-Tree Histogram for
script identification
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was implemented using the Scenes/Objects classification
toolbox freely available in the Matlab central files exchange.

Classifier

A Support Vector Machine (SVM) was used as a classifier
because of the large dimension of the feature vectors. An
SVM is a popular supervised machine learning technique
that performs an implicit mapping into a higher dimen-
sional feature space. This is the so-called kernel trick.
After the mapping is completed, the SVM finds a linear

Fig.7 Example of the 12 overlapped patches on a word; Red circles:
patch centers
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separating hyperplane with maximal margin to separate
data from this higher dimensional space.

Least Squares Support Vector Machines (LS-SVM) are
reformulations of standard SVMs which solve the indefi-
nite linear systems generated within the latter. Robustness,
sparseness, and weightings can be imposed on LS-SVMs
where needed, and a Bayesian framework with three levels
of inference is then applied [35].

Although new kernel functions are being proposed, the
most frequently used kernel functions are the linear, poly-
nomial, and Radial Basis Function (RBF). The present
study uses the RBF kernel for LBP and Quad-Tree features
and a linear kernel for Dense LBP.

SVM or LS-SVM makes a binary decision, while, in
this study, multi-class classification for script identifica-
tion is carried out by adopting one-against-all techniques.
Grid searches were carried out on the hyper-parameters
in 2-fold cross-validation to select the parameters in the
training sequence.
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Deep Neural Network Architectures

Deep Neural Networks have demonstrated their potential in
many computer vision tasks when sufficient data is available.
They are proposed to evaluate the usefulness of this new
database in training deep learning architectures. The more
than 30K labelled words included in this database constitute
a valuable new resource for the scientific community.

Our experiments employed two popular state-of-the-
art Convolutional Neural Networks architectures based on
VGG [37] and ResNet [38] models. These architectures
have been chosen as examples of data-driven learning mod-
els employed in image classification challenges. During the
last decade, Deep Convolution Neural Networks has boosted
the performance of Computer Vision applications, including
text classification [39, 40]. The VGG architecture used in
our experiments is based on the traditional 2D convolutional
layers. The ResNet model improves the traditional convo-
lutional architectures introducing the residual connections
between convolutional layers (i.e., shortcuts between layers).
The residual connections improve the training process of the
network, providing higher performance. The visual infor-
mation of the strokes such as directionality, curvature, fre-
quency, or density is critical to classify the different scripts.
In both cases (VGG and ResNet), the 2D convolutional fil-
ters learned during the trained process present a great capac-
ity to model such visual patterns.

Each input image is subsampled at the preprocessing step
into 60x60-pixel sub-images using a sliding window (50%
overlap). In order to improve the generalization capability of
the model, data augmentation techniques are applied (shear,
zoom, width, and height shift).

The first architecture evaluated is a VGG architecture.
This network is composed of two convolutional layers fol-
lowed by one fully connected layer with dropout (0.25) and
13 units (softmax activation). The ReLU (Rectified Linear
Unit) activation function was used in all hidden layers and
a max-pooling layer with a filter size of 2x2 after each con-
volutional layer. The first convolutional layers have 32 filters
of size 3%x3 and stride 1, and the second convolutional layer
has 64 filters of 3x3. This network comprises more than
3 M parameters.

The second architecture is a Residual Neural Network
architecture. This network comprises three convolutional
blocks and a dense output layer (13 output units and soft-
max activation). The first convolutional block is composed
of a convolutional layer (64 filters of size 7x7), and a 3x3
max pool layer (stride 2). The second and third blocks con-
sist of identity and convolutional blocks. Our identity block
includes a series of three convolutional layers with a bypass
connection between the input of the identity block and the
output of the third convolutional layer. The second convo-
lutional block includes three convolutional layers (64, 64,

and 256 filters of size 1x1, 3x3, and 1x1 respectively), a
convolutional layer shortcut (128 filters of size 1x1), two
identity blocks (64, 64, and 256 filters of size 1x1, 3x3,
and 1x1 respectively) without the bypass connection. The
third block has three convolutional layers (128, 128, and 512
filters of size 1x1, 3x3, and 1x1 respectively); and three
identity blocks with this same series of filters per convolu-
tion. Batch normalization and a ReLU activation function
after each convolutional layer were employed. This network
comprises more than 1.5M parameters.

The following are the implementation details of the train-
ing for both architectures: batch size of 128, Adam opti-
mizer with a 0.001 learning rate, random initialization of
the weights, and a number of epochs equal to 30 and 10
for handwritten and printed samples, respectively (printed
models converge faster than handwritten ones). Both VGG
and ResNet models were trained from scratch (i.e. we have
not used pre-trained models). The architectures (i.e., number
of layers, number of neurons per layer, activation functions)
and the hyperparameters (i.e., optimizer, batch size, epochs,
etc...) presented in this work are the results of several experi-
ments. We have prioritized the configuration with the best
performance and a lower number of parameters (i.e., fewer
layers and neurons) during the experimentation. Further-
more, we have discarded the use of pre-trained models to
guarantee a fair comparison between benchmarks (i.e., the
same data was used to train all three benchmarks).

Benchmarking: Experiments

The benchmarking consists of classification experiments
with the above-described techniques to estimate the script
of a given document or line or a word among those included
in the dataset. It should be borne in mind that the present
benchmark attempts to measure the reach and range of the
database built with well-known state-of-the-art classifiers
and that it is not aimed to propose a new script identifier.

Three different benchmarks were constructed for this
estimation. The first one uses a classifier based on a score
level combination of LBP and Quad-Tree features. The sec-
ond one is based on Dense Multi-Block LBP features. It is
worth pointing out that the combination of these two sys-
tems improves the performance by about 10%. Finally, the
third is constructed with two popular Deep Neural Network
architectures (DNN). The three benchmarks are illustrated
in Fig. 8, where we utilized LS-SVM for both tasks and
combine them at the score level.

Training Sequences

Defining the training sequences is paramount for a fair
comparison of results. Thus, the classifiers for each printed
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Fig. 8 Benchmarks constructed in the paper

and handwritten document script should be trained as sim-
ilarly as possible. However, a database of handwritten or
printed documents is inherently unbalanced because each
of its constituent documents contains a different number
of lines, the lengths of the lines are different, and the word
sizes differ between the scripts. Therefore, training each
classifier with a similar number of documents, lines, or
words does not guarantee equality of training or the fair
comparison of results. Consequently, instead of training
each classifier with a given number of documents, lines, or
words, it was decided to train them with a similar number
of pixels. In this way, one classifier was trained with 100
images and other with 150 because the training images
of the second classifier contain less text than those of the
first classifier.

The primary reason is that our approach required train-
ing all classifiers with an equal amount of information. To
quantify this information, we conducted tests using various
entropy measures, such as Shannon entropy, on a subset of
the database. Interestingly, our analysis revealed that the
outcomes in terms of selecting the number of images for
training and testing per script were comparable to the pixel
count. Counting the number of pixels proved to be a more
efficient and practical approach. Consequently, we opted to
employ the pixel count as a criterion for determining the
appropriate number of images to train each script.
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In analyzing the database, it was heuristically decided to
train each classifier with several images whose accumulated
number of pixels would be approximately 2 M. The num-
bers of documents used to train each classifier are shown in
Table 4. This training sequence breaks down into the follow-
ing proportions: 21.03% of handwritten words, 21.82% of
handwritten lines, and 15.06% of handwritten documents. In
the printed dataset, it was assumed a training scenario with
51.06% of documents, 45.2% of lines, and 45.85% of printed
words. Therefore, there is room for a statistically meaningful
test. Further information about the training partition of the
dataset can be found in Tables 13, 14, and 15 in the appendix
of this article.

To ensure experimental repeatability, it was predeter-
mined training and test sequences. The training images
appeared first and in numerical order (e.g., the first 18
Devanagari handwritten documents or the first 256 Arabic
printed lines, or the first 1608 Bengali printed words, etc.),
and the rest of the images were used for testing.

Therefore, there were the next six training sequences:
printed documents, printed lines, printed words, handwrit-
ten documents, handwritten lines, and handwritten words.
Similarly, there were the following six testing sequences:
printed documents, printed lines, printed words, handwritten
documents, handwritten lines, and handwritten words. The
twelve sequences were disjointed. It should also be noted
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that all the experiments reported were separately tested with
these testing sequences.

Description of the Tasks

Each benchmark was evaluated by performing three tasks,
which depend on the different training sequences and are
summarized in Table 3. The test sequence is the same for
each task, which is composed of six different data types:
printed documents, printed lines, printed words, handwritten
documents, handwritten lines, and handwritten words. These
were the remaining specimens of the database, which were
not used in training, as shown in Table 4.

TASK 1: This task aims to study the behavior of the
database at the document, line, and word levels [41] for
printed and handwritten documents separately. Hence, each

Table 3 Description of the tasks per benchmark

Training with:

Handwritten docs

Handwritten lines
Task 1 (one classifier per Handwritten words
type of image and script) Printed docs
Printed lines
Printed words

Task 2 (one classifier for hand-
written and another for printed
per script)

Handwritten docs, lines and words

Printed docs, lines and words
Task 3 (a single Printed and Handwritten

classifier per script) docs, lines and words

classifier is oriented to a specific type of document (docu-
ment, line, or word and printed or handwritten) per script.

Evaluation protocol of task 1: It requires as many classi-
fiers as scripts and type of image: document, line, and word
in both printed or handwritten modality. Also, as the data-
base includes handwritten and printed specimens, the total
number of classifiers used in this task is 13 x3 x 2 = 78.
These have been individually trained with the number of
images indicated in Table 4. Once the remaining images are
tested, a 13 X 13 confusion matrix is worked out with the
performances given in percent (%) of each type of image per
script. Then, the final identification performance is obtained
as the average of the main diagonal of the performances in
percentage.

TASK 2: This task aims to study the database behav-
ior when the script classifier is oriented to being printed
or handwritten, regardless of the type of document. Con-
sequently, the training of a particular classifier will include
documents, lines, and words of a specific script and type of
document: printed or handwritten.

Evaluation protocol of task 2: In this task, each classifier
was trained with three training sequences of handwritten
or printed documents for each script. In total, 13 X 2 = 26
classifiers were trained. It should be noted that the train-
ing words belong to the training lines, which in turn corre-
spond to the training documents. The trained classifiers were
tested with the six types of testing images, regardless of their
type and modality. Then 13 X 13 confusion matrices were
obtained in each case for each script, which were averaged
in the same terms as in Task 1. Following the same strategy
as task 1, the main diagonal values were averaged from the
script confusion matrices to obtain the final performance.

Table 4 Number of documents,

! o Script Abbrev Handwritten Printed
lines and words for training
Docs Lines Words Docs Lines Words
Arabic/Per Arab 5 88 570 14 256 1996
Bengali Ban 3 55 401 27 234 1608
Gujarati Guj 2 32 144 22 190 1229
Gurmukhi/Punjabi Gurm 4 88 560 39 468 3629
Devanagari Hind 15 184 1165 33 215 1706
Japanese Jap 4 96 352 64 447 1451
Kannada Kan 3 122 872 38 302 1183
Malayalam Mal 9 168 575 26 314 2370
Oriya Ori 3 49 333 25 348 1660
Roman Rom 9 83 558 14 244 1574
Tamil Tam 3 150 873 36 240 451
Telugu Tel 3 123 640 32 264 1261
Thai Tha 4 158 1828 27 194 1856
Total: 67 1396 8871 397 3716 21,974

Docs: number of documents; Lines: number of lines; Words: number of words
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TASK 3: The goal of this task is to study the database
behavior independently of the input to the script classifier.
This can be a printed or handwritten document or line or
word.

Evaluation protocol of task 3: It requires 13 classifiers,
one per script, which are trained with all types of documents,
both printed and handwritten. After the testing, the final per-
formance is obtained in the same terms as tasks 1 and 2.

Used Metrics

To evaluate the experiments, we utilize Cumulative Match-
ing Curves (CMC) [42], which measure the effectiveness
of a recognition system in ranking correct matches against
incorrect ones. The rank corresponds to the position at which
the correct match is found within a list of potential matches.
The accuracy values presented in the article’s tables cor-
respond to the rank-1 in the CMC curve.

Experimental Results

In this section, different benchmark results are provided to
get the comparative idea of different results obtained from
our experiments.

Benchmark 1: Handcrafted Feature Combination
(LBP+quad-tree)

In the present benchmarking, the classifier combines
two script identifiers at the score level. The first script
identifier is based on LBP features and a Support Vec-
tor Machine, while the second relies on Quad-Tree fea-
tures and a Support Vector Machine. The score level

combination is carried out, weighting each score at 50%.
The following are the three experiments conducted in this
benchmarking.

Table 5 displays the Hit Ratio of each script identifier in
Benchmark 1 for the three tasks and the different training
and test options.

For task 1, there are six options in the training and six
options in the test, which comes to a tally of 36 different
experiments shown in Table 5. Their CMC are depicted
in Fig. 9.

As expected, the performance with printed text was bet-
ter than that with handwritten text, probably because of the
lower variability in the printed text. Also, the line-based
test offered the best performance, possibly because lines
contain enough information laid out in a straightforward
structure. Indeed, for the printed and handwritten docu-
ment cases, the classifiers trained with words work better
with lines than words. This could be because line features
are more stable than word features.

There is a significant decrease in the hit ratio when the
training and testing images do not belong to the same case.
For this reason, it was decided to train the classifier with
documents, lines, and words (task 2) to build a classifier
more robust to the input type: document or line or word.

In the case of task 2, according to the evaluation pro-
tocol, 12 results were obtained and are given in Table 5,
while the CMC curves are shown in Fig. 9.

On average, the result of the second experiment, i.e., the
procedure for training a classifier for printed and handwrit-
ten text, including all documents, lines, and words from
the training sequence, gives a better performance than for
the first experimental protocol. Similar to the first experi-
ment, the best results were obtained when testing with
lines.

Table 5 Hit Ratio of each script

. 3 . Train with Test with

identifier in Benchmark 1. The

best performances for each Handwritten Printed

task and training option are - -

highlighted in bold. The results Docs Lines Words  Docs Lines Words

i I Tk

score level: LBP features and Handwritten docs 79.30% 16.96% 5.58% 22.75% 7.02% 4.85%

a Support Vector Machine Handwritten lines 60.83% 87.04% 54.52% 19.66% 25.02% 11.11%

with Quad-Tree features and a Handwritten words 48.09% 88.50% 84.02% 37.36% 33.04% 26.69%

Support Vector Machine Printed docs 35.03% 37.00% 31.57% 90.73% 78.48% 41.40%
Printed lines 21.02% 16.14% 18.90% 45.51% 94.41% 77.17%
Printed words 17.83% 23.76% 30.73% 44.94% 94.46% 86.36%
Task 2
Handwritten docs, lines and words 81.21% 92.49% 83.10% 35.67% 32.09% 26.63%
Printed docs, lines and words 3535% 34.10% 3697% 88.20% 94.55% 86.55%
Task 3
Printed and Handwritten docs, lines and words  79.62% 91.96% 83.08% 89.33% 94.71% 87.52%
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Fig.9 CMC curves of the three tasks of Benchmark 1. These CMC
curves correspond to the results in bold in Table 5

Moving on to task 3, the six results of the six experiments
carried out, are given in Table 5, and the CMC curves are
shown in Fig. 9.

Similar trends are found in the results: the best result is
obtained at the line level, while printed text outperforms the
handwritten scenario.

A confusion matrix is shown in Table 6. The main confu-
sions seen here are between Kannada and Telugu, Telugu
and Bengali, Gujarati and Thai, and Oriya and Bengali, as
shown in Fig. 10.

We have prioritized Task 3 as it yielded the best results
and is considered the most valuable. Therefore, we have con-
ducted a detailed analysis of this specific task. Additionally,
the analysis of the confusion matrices for tasks 1 and 2 led
to similar conclusions.

Benchmark 2: Handcrafted Feature (Dense
Multi-Block LBP)

The second benchmark uses an SVM classifier with Dense
Multi-Block LBP features. The three experiments performed
in the previous benchmark were repeated in this one. All
results from the second benchmark are highlighted in
Table 7. Similarly to the Benchmark 1, the Table 7 presents
the Hit Ratio of each script identifier in Benchmark 2 for the
three tasks and the different training and test options.

Regarding task 1, and similarly to the previous Bench-
mark 1, the performance with printed text was better than
with handwritten text because of the lower intra-class vari-
ability in the printed text. Moreover, the performance at the
line level was more accurate than at the document and word
levels. Besides, in the cross-document scenario, a similar
pattern with Benchmark 1 can be seen. On the other hand,
the best results were obtained when training with printed
and tested with handwritten text. Overall, better results were
achieved by Benchmark 2 versus Benchmark 1.

Table 6 Confusion Matrix

Arab Ban Guj Gurm Hind Jap Kan Mal Ori Rom Tam Tel Tha
of Benchmark 1 Task 3 for
Handwritten Lines, represented Arab 9944 000 000 0.19 000 000 000 000 000 037 000 000 0.00
fjt:percemage of the accuracy Ban 049 89.24 000 2.17 007 077 000 000 524 168 007 028 0.0
Guj 000 000 3334 000 000 000 000 1111 000 000 2222 11.11 2222
Gurm 0.00 000 000 7143 2857 0.00 000 000 000 000 000 000 0.00
Hind 000 204 000 000 9592 000 204 000 000 000 000 000 0.00
Jap 000 0.00 000 000 000 9600 000 4.00 000 000 000 000 0.00
Kan 000 000 000 000 000 000 9413 078 000 000 274 235 0.0
Mal 000 000 000 000 000 000 697 9070 2.33 000 000 000 0.00
Ori 018 552 000 046 000 0.8 1.84 009 8916 1.10 046 101 0.0
Rom 1.05 015 015 000 0.5 0.15 000 030 015 9775 0.00 0.15 0.00
Tam 000 0.00 000 000 000 000 000 397 000 000 9603 000 0.00
Tel 000 000 000 000 000 000 645 000 000 000 000 9355 0.00
Tha 000 000 000 000 000 000 032 476 000 000 000 698 87.94

@ Springer
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Fig. 10 Samples of the most Gujrati Tamil
confused scripts in Benchmark
1, Task 3. Arrows mean most o
common confusion | | ) m l l
‘ B
- ¢
)
thai I Telugu
Gurmukhi Hindi
Tabl(-:_ 7 Hit Ratio of each script Train with Test with
identifier in Benchmark 2. The
best performances for each Handwritten Printed
task and training option are - -
highlighted in bold. The results Docs Lines Words  Docs Lines Words
are obtained using the SVM
classifier with Dense Multi- Task 1
Block LBP features Handwritten docs 82.01% 20.54% 7.46% 26.67% 10.04% 7.11%
Handwritten lines 65.93% 89.78% 59.25% 23.44% 21.02% 9.01%
Handwritten words 69.92% 89.89% 88.01% 36.15% 34.64% 21.67%
Printed docs 32.23% 38.45% 36.78% 89.23% 80.99% 47.83%
Printed Lines 26.78% 19.01% 17.89% 47.04% 95.51% 79.83%
Printed words 19.81% 28,90% 31.72% 49.67% 96.11% 88.06%
Task 2
Handwritten docs, lines and words 83.27% 93.45% 86.51% 39.89% 34.70% 29.04%
Printed docs, lines and words 37.65% 35.16% 39.78% 90.23% 95.25% 89.33%
Task 3
Printed and Handwritten docs, lines and words  80.90% 92.33% 86.71% 91.23% 96.70% 88.01%

In task 2, a similar pattern of results was found to those
of Benchmark 1; and the results achieved in the scenario
mainly were better than those in Benchmark 1.

Similar to the two previous sets of experiments, in the
third task of Benchmark 2, a similar pattern was found,
with better accuracy than in Benchmark 1.

@ Springer

Benchmark 3: Deep Neural Networks

The third benchmark was carried out with the above-men-
tioned DNN architectures. For a fair comparison, the experi-
mental protocol proposed for the previous benchmarks was
repeated. All the results obtained for this third benchmark
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are included in Table 9. The ResNet architecture clearly out-
performs the VGG architecture with a performance improve-
ment of 2-4% and 10% for printed and handwritten samples,
respectively. The rest of the analysis will be focused on the
performance of the ResNet model.

Task 1 with Deep Neural Networks showed a very
competitive performance for printed samples. The results
obtained outperformed the first benchmarks for printed data.
As in previous experiments, lines showed the best perfor-
mance, followed by words and documents. When large
databases are available, deep representations are capable of
achieving almost 99% accuracy for printed patterns.

The performance obtained for handwritten samples was
similar to the first experiments with the Benchmarks 1 and
2. The gap between the performance obtained for printed
samples and handwritten samples is caused by the large
intra-class variability of the writers. The Deep Neural Net-
works are unable to reach a good generalization because of
this larger variability. There is room for improvement and
training deep representations capable of dealing with writer
variability is a key challenge in this area. The MDIW-13
provides an extensive multi-lingual database to train and
evaluate these models.

For the second task, Deep Neural Networks achieved
the best performances with printed samples. Once again,
the performance obtained for handwritten samples was
poor in comparison with the other two benchmarks. The

more significant number of samples used here produced a
slight improvement for printed samples.

In task 3, unlike the above benchmarks, the results in
the printed case were not improved and produced a clear
drop in performance in the handwritten case. These results
suggest that handwritten and printed models should be
trained separately for Deep Neural Networks. As com-
mented before, writer variability is not well modelled by
the DNN. Therefore, it is clear that the training strategy
depends on the classifier and the features in comparing the
three benchmarks.

Finally, Table 8 compares the performance achieved by
the two Deep Neural Network architectures evaluated. The
Hit Ratio for each task and type of sample was obtained by
averaging the Hit Ratios obtained when the training and test
samples belong to the same class (e.g., handwritten docu-
ments). The results averaged in Table 8 correspond to the
average of the results highlighted with bold font in Table 9.
Similarly to the Benchmark 1 and 2, the Table 9 displays
the Hit Ratio of each script identifier in Benchmark 3 for
the three tasks and the different training and test options.
The results show the superior performance of the ResNet
architecture with performance improvement of around 10%
for handwritten experiments and 2-4% for experiments with
printed samples. These results encourage us to find new
Deep Neural Network architectures capable of modelling
the variability in handwritten classification.

Table 8 Comparison of Hit

. Task 1 Task 2 Task 3

Ratio for VGG and ResNet

Architectures in Benchmark Handwritten Printed Handwritten Printed Handwritten Printed

3. Accuracies are obtained

averaging the results marked VGG 77.69% 94.06% 79.36% 94.82% 27.64% 94.74%

with bold font in Table 9 ResNet 85.35% 96.51% 89.28% 98.41% 34.50% 98.45%

Taple 9 Hi? Rat.io of each Train with Test with

script identifier in Benchmark

3 - ResNet Model. The best Handwritten Printed

performances for each task and - -

training option are highlighted Docs Lines Words  Docs Lines Words

in bold Task 1
Handwritten docs 78.43% 47.54% 39.49% 27.14% 28.96% 27.87%
Handwritten lines 4741% 89.92% 71.68% 33.02% 30.09% 29.35
Handwritten words 4738% 8791% 87.72% 42.17% 48.63% 43.75%
Printed docs 18.19% 29.01% 25.55% 93.55% 95.64% 85.16%
Printed Lines 19.88% 30.82% 28.08% 91.28% 99.53% 95.67%
Printed words 18.02% 29.67% 30.56% 90.28% 96.81% 96.46%
Task 2
Handwritten docs, lines and words 86.24% 92.48% 89.14% 52.58% 52.02% 45.61%
Printed docs, lines and words 21.49% 36.87% 30.93% 96.84% 99.82% 98.57%
Task 3
Printed and Handwritten docs, lines and words  29.26% 40.04% 34.20% 96.48% 99.78% 99.09%

@ Springer
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Discussion

Globally speaking, this paper aimed to introduce a new multi-
lingual and multi-script database that allows the development
of new algorithms, applications, and a simple and easy-to-go
benchmark to facilitate the comparison [43, 44].

The benchmarking reveals some new possibilities of using
the database. For instance, the division in documents, lines,
and words enables the training of a script model with a level,
for instance, lines, and testing at other levels, for instance,
words. The results obtained show that the technology requires
improvements due to the lack of generalization of the identifi-
ers when moving the test from one level, e.g. words, to another,
e.g. documents.

Furthermore, the benchmarking highlight an interesting
direction when training the model with images from all the
levels and testing with images of different levels. Furthermore,
the model with the best identification rates at the three levels
in the three conducted experiments is the model trained with
documents and lines plus words. It suggests that general identi-
fiers at the three levels are possible and how to train them in
practical applications. Even if the lines are obtained from the
documents and the words from the lines or an artificial line or
document are build up from words or lines.

Instead, a global model for printed and handwritten is still
far from reasonable results, mainly in the case of deep learn-
ing [45], at least with the well-established classifiers used in
this work.

Regarding the benchmark, the idea of a simple and easy-
to-go benchmark to facilitate the comparison has its limi-
tations. To this aim, training and testing set as functions to
calculate the parameters and implement the classifiers have
been defined. It leads to repeatability research since the used
methods are easy to find in scientific free software packages.
From now onwards, developing new state-of-the-art script
identifiers and improving database partition is a task done by
the researcher enticed by this new public database. Further
works should be done to explore novel data-driven learning
frameworks. This research line includes novel architectures as
well as new learning frameworks, including synthetic data to
improve the generalization capacity of the models (e.g., Gen-
erative Adversarial Networks or Variational Autoencoders).
Obviously, this database can also be enlarged with new scripts
and more samples from the scripts to make it more appealing.

Conclusion
A new multi-lingual and multi-script dataset (MDIW-13)
for script identification, including printed and handwritten

documents for free distribution, is introduced in this paper.
The handwritten part was collected from letters or notes

@ Springer

developed by volunteers living in the native zones where
scripts were gathered. These volunteers scanned their docu-
ments and sent them in by e-mail. The printed samples were
obtained from local newspaper and magazines and contain
different fonts and sizes and cursive and bold text. The
printed documents were scanned at 300 dpi.

Because the database targeted script identification tasks,
the document background was converted to white, and the
text ink equalized to avoid watermarks due to the local paper
or ink textures, which could bias the results of a script identi-
fier. This procedure was manually monitored.

MDIW-13 allows experiments with script identification
at different levels (e.g., document, lines, and words). To this
aim, the lines of each document were extracted from the
documents and the words from the lines.

Three benchmarks were conducted. The first one relies
on local descriptors such as LBP and Quad-Tree histograms
with an SVM. The second one is based on Dense Multi-
Block LBPs, and produces excellent results due to their
multi-scale and denser spatial description. The third bench-
mark is based on two Deep Neural Network architectures.
The benchmark includes results at the document, line, and
word levels, in addition to providing results at the handwrit-
ten and printed levels. Finally, they give results of a script
identifier independent of the handwritten or printed text level
at play.

It is expected that this new multi-lingual database will
elicit new script identifiers, open the door to developing new
problems like challenges in writer dependent or independent
script identification challenges with the handwritten part of
the dataset, artistic multi-character script identification [46],
or advanced algorithms for segmenting handwritten and
printed-based images and allow new insights into script
identification. The different scenarios in the present study,
including handwritten and printed samples, reveal numer-
ous challenges. The results reported for the three bench-
marks could serve as a baseline for further research in script
identification.

Future work with this database might include but is
not limited to: i) the analysis of hybrid models based on
both statistical approaches and deep features; ii) the use of
novel architectures (e.g., CNN-LSTM, VAE) to incorporate
context in the learning process of visual features; iii) the
application of domain adaptation techniques to employ pre-
trained models that take advantages of embedding spaces
learned from similar domains (e.g., text classification).

Additional Results

Tables 10, 11, 12, 13, 14, and 15, which contain additional
results, are included in the appendix of this article.
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