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ABSTRACT: A common dilemma for oceanographers is the choice of horizontal diffusivity. There is no single answer as
we could argue that diffusion depends precisely on those processes that cannot be sampled or modeled. Here we propose the
radial offset by diffusion (ROD) method as a simple model-dependent approach for estimating these coefficients, and show
its application for the southwestern South Atlantic. The method compares actual displacements of field drifters with numeri-
cal trajectory predictions. The observed—predicted differences in radial positions (radial offsets), which respond to diffusive
motions not captured by the numerical model, are reproduced with a one-dimensional radial-diffusive solution through a
proper selection of the diffusion coefficient. The method is tested at eight depths, from the sea surface down to 2000 m, using
several drifter datasets and the Parcels software applied to the GLORYS12v1 (1/12° daily) velocity outputs. In all cases the
radial offsets show Gaussian distributions that are well reproduced by the radial diffusive solution. Maximum diffusivities of
4630-4980 m* s~ ! happen in the upper 200 m of the water column and minimum values of 1080-1270 m* s~ * occur between
1400 and 2000 m. The 15-m diffusivity is fairly constant in latitude (38505270 m? s~ 1), but the 1000-m diffusivity decreases
from 1640 to 1820 m? s~ north of the Polar Front to 530 m? s~' south of the Southern Boundary. A comparison with other

diffusivity studies validates the good adequacy of the ROD method for numerical and field applications.
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Subgrid-scale processes

1. Introduction

Diffusion is a fundamental characteristic of geophysical
flows, yet its description and quantification remains elusive.
Diffusion indeed depends on the spatiotemporal intermit-
tence and often associated turbulence of many processes act-
ing at multiple scales, which are responsible for dispersing
properties, so we may truly say that diffusion is process de-
pendent. Paradoxically, if we can sample or model a certain
process then we do not worry about diffusion, it naturally dis-
appears and turns into advection. But the reality is that we
are not capable of sampling or simulating all processes, there
are many motions that we cannot model and become there-
fore enclosed under the wavy concept of turbulent diffusion.

The process dependency of diffusion is reflected in the hori-
zontal evolution of a patch of passive tracer through three dif-
ferent phases, as proposed by Garrett (1983) and Sundermeyer
and Price (1998). At short subinertial time scales, small-scale
processes such as internal waves and other subinertial motions
dominate mixing, with local (small-scale) diffusivity coefficients
of order 0.1-1 m* s~'. The slowly growing patch eventually be-
comes large enough to be effectively stretched by straining sub-
mesoscale motions, causing long and narrow streaks. These
streaks finally turn larger than the mesoscale structures and
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extend around each other causing much faster homogenization,
reaching (effective) diffusivity coefficients on the order of 1000-
10000 m*s™".

Biogeochemical or physical anomalies can certainly be lo-
cally introduced into the ocean, but very often, as shown by
satellite images, they appear as large regional patches. This is
the case when we deal with large-scale or global circulation.
Either because of large-scale atmospheric forcing or as a result
of the long residence times of water masses, for many regions
and applications we can skip the small-scale and straining
phases and turn directly to the mesoscalar high-diffusivity
phase. From a practical perspective, this is also necessarily
true because our large scale or global circulation models still
have relatively coarse resolution (nowadays operational at
1/12° although likely improving to 1/36° in the coming years)
that does not resolve most submesoscalar or small-scale mo-
tions. Hence, if we wish to hindcast or forecast the temporal
evolution of large-scale processes, such as the global overturn-
ing circulation, we must resort to expressing these unresolved
spatiotemporal scales in terms of effective vertical and hori-
zontal diffusivities.

Different Lagrangian and Eulerian methods have been used
to estimate the horizontal diffusion coefficients, a brief sum-
mary follows. Lagrangian diffusivity studies gained momentum
during the last decades thanks to the increased availability of
drifter data. Most of these works rely on statistical techniques
studying the motion of single particles or the relative dispersion
of groups of particles (Davis 1987, 1991a,b; Babiano et al. 1990,
Zhurbas and Oh 2003; LaCasce 2008; Chiswell 2013; LaCasce
et al. 2014; Zhurbas et al. 2014; Balwada et al. 2021), although
other studies have assessed the rate of material transport across
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tracer contours (Nakamura 1996; Abernathey and Marshall
2013) or have searched for diffusivities that bring the progress
of numerical particles closest to the observed evolution of
drifters (D&0s et al. 2011; De Dominicis et al. 2012; Riihs et al.
2018).

Eulerian diffusion studies have exploited the increasing
amount of hydrographic data, particularly from Argo floats
and altimetry data, obtaining estimates of velocity and
length scales from the variance of properties and directly
applying mixing length theory (Naveira Garabato et al.
2011; Abernathey and Marshall 2013; Roach et al. 2016;
Roach et al. 2018). Other approaches have related eddy dif-
fusivity with eddy kinetic energy (Naveira Garabato et al.
2011; Roach et al. 2018) or have obtained the diffusion coef-
ficients by adjusting the distribution of properties through
inverse methods (Zika et al. 2010; Cole et al. 2015; Deng
et al. 2014). Remarkably, the mapping of the temporal evolu-
tion of artificial or natural tracers, as observed in major field
experiments, has also provided direct estimates of the eddy
diffusion coefficients (Ledwell et al. 1998; Sundermeyer and
Price 1998; Naveira-Garabato et al. 2007; Tulloch et al. 2014;
Boland et al. 2015).

The horizontal diffusivity values that have arisen from all
the above studies are extremely diverse, possibly not only re-
flecting spatial variability in fluid dynamics but also differ-
ences in the diffusive processes under consideration. For
modeling purposes, turbulent diffusion depends on the spatio-
temporal scales of the model, as these define the size and tem-
poral memory of fluctuations around the mean advective
values. A general rule of the thumb is that the lower the spa-
tiotemporal resolution of the model the larger the diffusion
coefficients.

Hence, an alternative strategy could be to develop fit-to-
model methods that allow obtaining the horizontal diffusion
coefficients, methods simple enough to be used as an easy initial
step for choosing the most appropriate coefficients for each par-
ticular application. Nowadays, the combination of the much im-
proved operational numerical hindcasts, particularly thanks to
the data assimilation of the last generation models and the grow-
ing amount of accurate drifting data, opens the possibility of a
simple Lagrangian approximation to obtain model-fit diffusion
coefficients. Here we propose the radial offset by diffusion
(ROD) method as a simple tool that calculates the difference in
radial position between float and equivalent numerical trajecto-
ries, whose Gaussian distribution is then adjusted with a simple
radial diffusive model.

We first introduce the Subantarctic Atlantic case-study
area and the field and numerical data to be used for our
tests (section 2), and next describe the fundamentals of the
ROD method (section 3). We then apply the method to the
entire study area at eight different depths and explore the spa-
tial variability near the sea surface and at 1000-m depth for
five regions, which are separated by the Antarctic and Subant-
arctic frontal systems (section 4). In section 5 we discuss the
limitations and advantages of the method, and compare our
results with other observations for the case-study area. We
end with some final thoughts in section 6.
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2. Data
a. Case-study area

With the objective of testing the method, we have used field
and numerical data from the Drake Passage (64°W) to 10°W
and between 36° and 64°S (Fig. 1). The case-study area is the
southwestern South Atlantic and the corresponding sector of
the Southern Ocean, including the Scotia Sea, covering the
whole range of circumpolar, Antarctic, and Subantarctic
Waters. The dynamics of the area are largely controlled by
the Southern Ocean frontal systems: Subantarctic Front
(SAF), Polar Front (PF), Southern Antarctic Circumpolar
Current Front (SACCF), and the Southern Boundary (SB)
(Olivé Abell6 et al. 2021) (Fig. 1d). These frontal systems
cross the Drake Passage and stretch first zonally into the
Scotia Sea and then northward and northeastward through
the North Scotia Ridge, steering most of the circumpolar
waters that enter the South Atlantic Ocean.

b. Global Drifter Program data

The Global Drifter Program (GDP) started in 1995, al-
though the oldest data records go back to 1979. The GDP
maintains a fleet of about 1300 drifters with a holey-sock-type
drogue centered at 15 m. All drifters sample surface tempera-
ture, although most drifters typically incorporate other sensors
such as surface pressure and salinity. The drifters originally
placed themselves using the Argos positioning system (CLS
2011), with typical 100-m resolution and several fixings per
day, although during recent years they have progressively
switched to the global positioning system (GPS), which pro-
vides hourly data with resolution of order 1 m. The drifter da-
tabase, which is available in near-real time through the GDP
website (https://www.aoml.noaa.gov/phod/gdp/), consists of
quality-controlled 6-hourly interpolated location, time, veloc-
ity, and temperature with a position accuracy of about 100 m
(Elipot et al. 2016).

We have used the trajectories from a total of 301 drifters
that crossed the Drake Passage through 64°W and traveled
the study area between 2005 and 2020 (Figs. 1c,e). For our
purposes, the 6-h positions are used to generate consecutive
cycles of 10-day displacements (Figs. 1c.f).

¢. RAFOS floats

The RAFOS floats are neutrally buoyant instrumented
drifters that receive acoustic signals emitted by several moored
sound sources and hence calculate their position via triangula-
tion; their position is provided daily with an estimated accuracy
of about 1 km (Rossby et al. 1986; Balwada et al. 2016). Here
we have used a subset of 32 floats that were tracked between
2009 and 2011 as part of the Diapycnal and Isopycnal Mixing
Experiment in the Southern Ocean (DIMES) (Balwada et al.
2016, 2021). These represent all floats crossing the Drake Pas-
sage through 68°W and entering the Scotia Sea (Figs. 1a.e).

The DIMES RAFOS floats drifted at varying depths, be-
tween 400 and 2200 m. Most of the floats wandered at depths
between 1200 and 1600 m, although there were also a substan-
tial number of displacements at other depths, particularly
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FIG. 1. Trajectories of (a) RAFOS floats between 2009 and 2011, (b) Argo floats from 2002 to 2020, and (c) GDP drifters from 2005 to
2020, with positions shown every 10 days; the RAFOS and Argo floats are colored according to their drifting depths. (d) Location of the
Subtropical Front (STF), the Subantarctic Front (SAF), the Polar Front (PF), the Southern Antarctic Circumpolar Current Front
(SACCF), and the Southern Boundary (SB), as obtained by Orsi et al. (1995). (e) Number of drifters and (f) number of 10-day positions

according to drifting depth and the type of drifter.

between 700 and 800 m and between 1700 and 1800 m (Fig. S1
in the online supplemental material). For our purposes, the
daily positions are used to produce consecutive cycles of
10-day displacements (Figs. 1a,f).

d. Argo floats

Since the first deployments in 1999, many Argo profiling
floats have been launched worldwide as part of the Interna-
tional Argo Program (Argo 2000). The Argo array reached
3000 floats in 2007, and has been sustained at about 4000 for
the last few years (Roemmich et al. 2022). These floats provide
not only an extremely valuable sampling of the hydrographic
conditions in the upper 2000 m of the water column but also
offer a unique description of the flow at their parking depths
(Ollitrault et al. 2006; Lebedev et al. 2007; Rosell-Fieschi et al.
2015). Every 10 days, the floats surface to transmit the col-
lected hydrographic data, providing also an estimate of their
10-day average velocity. The 10-day displacement is calculated
as a straight trajectory between the last position of the float
before diving and the first position of the float as it returns to
the sea surface. Rosell-Fieschi et al. (2015) estimated that the
errors in the parking-depth velocities at 1000 m are less than
10% in 94% of the cases and less than 3% in 58% of the cases;
for a displacement of about 50 km in 10 days this last value
represents an accuracy of 1.5 km.

We have considered all Argo floats that entered the study
area through the Drake Passage between 2002 and 2020
(Figs. 1b,e). The total number of floats was 310 with most of
them (175) having a parking depth at 1000 m. For our
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analysis we have removed all float cycles when the first or
last surface positions were not flagged as good (Figs. 1b,f).

e. GLORYSI2vI reanalysis

We use daily three-dimensional velocity fields from the
global physical reanalysis GLORYS12v1 (Garric et al. 2017,
Lellouche et al. 2021), developed by the Mercator Ocean
team and distributed by the Copernicus Marine Environment
Monitoring Service (CMEMS; http://marine.copernicus.eu),
which is eddy resolving in our study area. This ocean reanaly-
sis combines the NEMO ocean general circulation numerical
model with observations to generate the best possible estimate
of the state of the ocean. In particular, the GLORYS12v1 nu-
merical data encompass the entire period of all available float
and drifter observations, allowing the comparison of numerical
and field trajectories (section 3a).

GLORYSI12v1 has a horizontal resolution of 1/12° and 50 ver-
tical levels. This horizontal grid means latitude—longitude cells
of 7.5 km X 7.5 km at the equator and 7.5 km X 4 km at 64°S,
while the vertical grid has maximum resolution at the sea surface
that decreases with depth. Reanalysis products such as GLOR-
YS12v1 are significantly accurate, in good general agreement
with observations (Mignac et al. 2018; Orte-Echevarria et al.
2021).

GLORYS12v1 includes small horizontal diffusion to avoid
numerical instabilities: a standard along-isopycnal diffusivity
coefficient of 100 m* s~ ' is used in the Laplacian terms for
tracers and momentum, plus a biharmonic diffusion coeffi-
cient with absolute value 1.25 X 10'"® m* s™! that sets the size
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FIG. 2. (a) Schematic trajectories of a drifter and the corresponding simulated numerical particle. The initial posi-
tion of both drifter and numerical particle is (x;, y;), and their final locations after 10 days are (x’, y’) and (x”, y”), re-
spectively. (b) Sketch of the final positions of both drifter and numerical particle: the longitudinal and latitudinal off-
sets are x; = x' — x” and y, = y — y”, respectively, so that the offset (radial distance) is r, = (x5 + yé)”2 .

of a bi-Laplacian term in the momentum equation (Mercator
Ocean 2018). This last coefficient aims at removing gridscale
noise; its actual value may be understood as the fraction Ax*r,
where Ax = 5.7 km is a characteristic grid size and T = 1 day is
the model’s time step (e.g., Gent and McWilliams 1990; Roberts
and Marshall 1998). In practice, these diffusivity coefficients
represent subgrid horizontal motions that are much weaker
than the values obtained with the ROD method and hence,
hereafter, we will assume that the model is free of diffusion.

3. Methods
a. Comparing the field and numerical positions

The numerical particles are released at the same position,
depth, and day of the year as the real drifter, and tracked
daily during 10 days with the advectionRK4 kernel in the
open-source Parcels software (Lange and van Sebille 2017;
Delandmeter and Van Sebille 2019), using the GLORYS12v1
reanalysis daily velocity fields. Setting the time interval be-
tween positions as 10 days simply responds to the characteris-
tic surfacing cycle of the Argo floats, which represent most of
our available subsurface trajectories.

Each drifter is modeled individually but for the overall nu-
merical-field comparison (see below) the data are split into
the GDP trajectories at 15 m and the float trajectories in the
following seven depth ranges: 150-200, 400-500, 700-800,
900-1100, 1200-1300, 1400-1600, and 1800-2000 m. The nu-
merical trajectories that correspond to the GDP and Argo
drifters are calculated using only the horizontal velocities.
However, the RAFOS floats also incorporate vertical veloci-
ties, because these drifters can display vertical motions as
large as 200 m in response to the large tilting of isopycnals in
frontal systems; hence, in the case of RAFOS, it may happen
that data from one float split into several vertical ranges.

Brought to you

The numerical trajectories reflect only a small diffusivity
that is added to the model for computational reasons. Hence,
submesoscalar motions have to be simulated through some
additional random motion proportional to a realistic subgrid
horizontal diffusivity (e.g., Pefia-Izquierdo et al. 2015; Valles-
Casanova et al. 2022). In contrast, the drifters do have the full
spatiotemporal range of horizontal motions—except those at
spatial scales smaller than the size of the drifter—so they in-
corporate the principal subgrid motions that are not deter-
ministically calculated by the numerical models. Hence, by
releasing numerical particles at the same time and location as
the actual drifter and tracking them during a certain time in-
terval (in our case 10 days), we can infer the motions associ-
ated with the subgrid motions.

The procedure to determine the diffusive (subgrid) motions
is illustrated in Fig. 2. Let us call (x;, y;) the initial location of
both the drifter and the numerical particle, and (x’, y’) and
(x”, y") the positions of the drifter and the numerical particle after
10 days, respectively. Naming x;, = x’ — x” and y, =y — y”
the longitudinal and latitudinal offsets, then the total offset
(radial distance) is given by r, = (x3 + y2)"".

Figure 3 illustrates the procedure as applied to one Argo float
that crossed the study area, in this particular case with a total of
53 cycles of 10 days each. We first calculate the float and numeri-
cal displacements for each cycle, leading to a scatterplot with 53
offsets (Fig. 3b). This is then repeated for all floats drifting at
similar depths, for example for all RAFOS and Argo floats.
These offsets are finally gathered together for the geographic
area of interest; for example, the offsets for all GDP drifters
(flowing at 15 m) or the offsets for the Argo and RAFOS floats
that drift at 1000 m, either over the entire area of study or for
some specific region (supplemental Figs. S2 and S3).

It may happen that the center of mass of the cloud of radial
offsets does not coincide with the origin of coordinates for the
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FIG. 3. (a) Sample trajectory of an Argo float through the study area, with the color convention following Fig. 2.
The blue dots, joined by black lines, represent the initial and final positions transmitted by the float during the 10-day
cycles; note that there are pairs of blue dots very close to each other, which represent the first transmission of the float
after arrival to the sea surface and the last transmission before immersion. The numerical trajectories are drawn as
black lines that depart from the second blue dot and end in a green dot, which represents the final numerical positions.
(b) Scatterplot showing the radial offsets between the Argo float and the corresponding numerical particles; the origin
of coordinates, which is shown as a green dot, represents the position of the numerical particle at the end of each cycle.

scatter diagram—an origin that represents the positions reached
by the numerical particles—meaning that there is some bias in
the mean flow as predicted by the model in comparison to what
is observed by the drifter. If this is so then we simply shift the
entire cloud to make the center of mass fit the origin of coordi-
nates, recognizing that the bias is inherent to the model and not
to the subgrid diffusive processes (supplemental Tables S1
and S2).

b. Radial diffusion model

The underlying premise of the ROD approach is that the ra-
dial distances between the drifter and numerical positions re-
spond mainly to subgrid processes, i.e., to diffusive processes
that are not considered by the numerical circulation model.
With this idea in mind, we simulate the diffusive cloud (drifter
minus numerical positions) through a simple one-dimensional

radial diffusive equation:
k) = Ko (99|
ar, ror\ or

where c stands for a concentration of particles (number of par-
ticles per unit area) and K is the horizontal diffusion coeffi-
cient or (effective) diffusivity; in this expression r is the radial
coordinate of the diffusive motions, which corresponds to the
radial offset r; between the correlative displacements of the
drifter and numerical particles. In the last equality we assume
that the diffusivity is constant in space; for the numerical solu-
tion, we will further accept that K is constant in time.

The boundary conditions are dc/dr = 0 both at the origin
r = 0 and for large radial values r — . For the initial condition,
we set the concentration equal to one within a certain region
close enough to the origin, ¢(r = R,,, t = 0) = 1, and zero else-
where, which essentially implies that there is an initial circular

dc 19
ot ror

M
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disk that contains all diffusive particles (in our case the drifters).
In the next subsection we will explain how to normalize the
actual number of drifters to reproduce this initial condition, but
next we explain how to determine R,,.

The initial disk is imagined as characterizing an area where
we initially place all drifters and numerical particles; once re-
leased, these particles will evolve with the environmental flow,
either with (the drifters) or without (the numerical particles)
subgrid motions. Hence, we want this area to be representative
of the horizontal velocity field experienced by the numerical
particles. With this in mind, we choose a rectangular area with
longitudinal (dy,,) and latitudinal (dy,,) sides equal to the size
of the grid cell, which we imagine as centered at each node of
the numerical model. The disk with the equivalent area would
have a radius given by R, = (djondia/7)">. Considering the
1/12° resolution of GLORYS12v1, and choosing 50°S as a
latitude representative of the entire area of study, we obtain
aradius R, = 4.2 km.

The diffusion equation is solved numerically using the
MATLAB pdepe function for one-dimensional parabolic and
elliptic partial differential equations (Skeel and Berzins 1990).
It is solved in a domain of 420 km, with 100 elements of size
6r = 420 m and the radial coordinate given by r; = iér. The
initial condition is expressed as

1 <10
c(rt=0)=4305 i=10.
0 i>10

Setting a concentration equal to one particle per square me-
ter in a circle of radius R, is equivalent to having initially
N = 7R? =554 X 10’ particles.

Figure 4 shows the numerical solution of the radial diffusive
equation at different times, using the above boundary and
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FIG. 4. Numerical solution of the radial diffusive equation for K = 1000 m* s~ " at different times. (a) From ¢ = 0 to
t = 10 h plotted every hour and (b) from ¢ = 0 to ¢ = 10 days plotted every day. Notice the differences in the horizon-

tal and vertical axes between both panels.

initial conditions and a diffusion coefficient K = 1000 m?> s~ .

The solution at any time is Gaussian, with the concentration
near the origin decreasing and the distribution flattening as
particles diffuse out of their original disk. The total amount of
particles (concentration integrated over the entire horizontal
domain) remains constant in time, equal to the initial value N.

c¢. Comparing the experimental and theoretical particle
distributions

The comparison between the radial distribution of the
drifters with respect to their center of mass and the radial dis-
tribution of the concentration in the diffusion model is carried
out in two steps: first, adjusting a Gaussian distribution to the
drifter data, and second, selecting the diffusivity coefficient
that produces the best fit between the experimental and nu-
merical distributions.

The first step—the conversion of the cloud of radial dis-
placements into a Gaussian distribution—requires initially
producing a histogram of the number of drifters for different
radial coordinates. For this purpose, the number of drifters
has to be counted over equal areas, which implies that the ra-
dial coordinates of the histogram (R;) have to be properly
chosen, with the histogram radial intervals decreasing with
distance from origin (Fig. 5a). Specifically, if the inner radius
is R, then its area is going to be A = wR? and the area of any
outer ring j will have to be equal to the inner area,
mR; — mR;_| = wR{, which causes that the external border of
the rings increases as R; = j'*R;.

The inner radius R; has to be large enough to ensure that
the adjacent rings gather a significant number of drifters, but
it has to be small enough to provide adequate resolution near
the origin. We first calculate the histograms for different val-
ues of the inner radius, starting at R; = 10 km and increasing
at intervals of 10 km up to R; = 80 km, and find the Gaussian
that best fits the histogram data (supplemental Fig. S4). For
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each case we compute the correlation between the data and
the Gaussian fit, which increases with R; until it approxi-
mately stabilizes, and select Ry as the minimum radius that
has a high correlation value (supplemental Fig. S5). Once we
have the Gaussian fit, we can interpolate the number of
drifters at those same radial coordinates as for the numerical
model, r; = i6r with 6r = 420 m. Hereafter, we will use the no-
menclature Ry = R, to emphasize that it corresponds to the
experimental inner radius, which differs from the inner radius
R,, of the numerical model; recall that R, = 4.2 km while a
characteristic value of R, is 30 km.

The second step—finding the coefficient of diffusion that
produces the best agreement between the experimental and
numerical distributions—requires first converting the number
of drifters into an experimental concentration of particles
(simply dividing by A = wR2) and then normalizing this con-
centration by considering that the total number of numerical
parcels is different to the total number of drifters. If the total
number of numerical particles is N = 7R2 =554 % 10’
(which sets a concentration ¢ = 1 within the inner disk of ra-
dius R,) and the total number of drifters is n (which will
change depending on the depth or region considered), then
the experimental concentration of particles is obtained multi-
plying the number of drifters by the factor N/n.

Figure 5 illustrates some of the main aspects of the previous
description. A distribution of the number of particles at differ-
ent radial distances (as obtained for all pairs of numerical par-
ticles and drifters) is calculated using radial intervals of equal
area (Fig. 5a). The cumulative addition of the number of par-
ticles increases asymptotically until reaching the total number
of observations, displaying the characteristic shape of the er-
ror function, which is the derivative of the Gaussian distribu-
tion (Fig. 5b). A Gaussian curve is finally adjusted to the
normalized experimental concentrations, that is, to the num-
ber of observations per unit area after applying the N/n factor
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(dots) and the adjusted Gaussian distribution (green line).

for proper comparison with the numerical model in section 3a
(Fig. 5¢).

We are finally left to comparing the values of the experi-
mental Gaussian curve with the values of the numerical solu-
tion at ¢+ = 10 days, in both cases using the data at the radial
positions r; = iér. For this comparison, we compute the nu-
merical solution for different horizontal diffusive coefficients
K, increasing from 0 to 10000 m? s~ ! at intervals of 10 m* s~ .
The best fit is selected as the numerical curve that produces
the minimum standard deviation between both distributions,
as shown in next section.

4. Results
a. Variability with depth

The experimental and best-fit numerical concentrations for
the GDP 15-m drifters and the subsurface Argo and RAFOS
floats are presented in Fig. 6 (the corresponding scattered plots
are available in supplemental Figs. S2 and S3). The diffusion co-
efficient is maximum in the upper 200 m (46304980 m? s~ !)
and decreases with depth, with minimum values in the 1400
2000-m depth range (1080-1270 m? s™'). A discrepant much
smaller value occurs at 700-800 m (260 m? sfl), but these data
correspond largely to waters south of the Southern Boundary,
where the flow is generally much weaker (supplemental
Fig. S6).

b. Variability per frontal regions

The GDP and Argo programs provide sufficient drifting data
to examine the spatial variability at 15 and 1000 m. Hence, we
use the frontal systems (Fig. 1d)—Subtropical Front (STF),
SAF, PF, SACCEF, and SB—to separate the study area in five
approximately zonal regions: STF to SAF, SAF to PF, PF to
SACCF, SACCF to SB, and south of SB (Fig. 7). Each 10-day
cycle is attributed to one single region.
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The most dynamic regions of our study area are STF-SAF
and SAF-PF. The STF-SAF region is characterized by the in-
tense Malvinas Current and the mesoscalar features associ-
ated with the Brazil-Malvinas Confluence (Jullion et al. 2010;
Mason et al. 2017; Artana et al. 2018; Orte-Echevarria et al.
2019, 2021), and the SAF-PF region is distinguished by the in-
tense currents associated with both frontal systems (Orsi et al.
1995; Naveira Garabato et al. 2003; Sokolov and Rintoul
2007; Olivé Abell6 et al. 2021). The flow in PF-SACCF and
SACCF-SB decreases in intensity (Naveira Garabato et al.
2003; Olivé Abello et al. 2021) and the region south of the SB,
which includes the Powell Basin in the Weddell Sea, displays
even lower velocities (Yamazaki et al. 2021; Reeve et al. 2019;
Vernet et al. 2019).

The 15-m diffusivities are very large in all five regions, with
values in the 4000-5000 m> s~ ! range, and only slightly less
(3850 m? s ') in the domain south of SB, possibly reflecting
the very intense winds in the whole area (Russell et al. 2006).
At 1000 m, the range of diffusivities is consistent with the in-
tensity of the zonal jets and eddies, with peak values in the
STF-SAF (1640 m* s~ ') and SAF-PF (1820 m? s~ ') regions,
and the minimum ones again south of the SB (530 m*s™!).

5. Discussion
a. Limitations and advantages of the method

The ROD method has limitations and advantages, both
conceptual and experimental. From a conceptual perspective,
the method has several constraints. First, both the data analy-
sis and the diffusion model assume that motions are radial, ig-
noring the vertical motions that a float may experience during
one cycle. Free motions in the ocean (those that do not expe-
rience the restoring gravitational force) take place along isen-
tropic (approximately isopycnal) tilted surfaces; hence, large
subgrid motions during one single 10-day cycle could bring
the float into neighboring vertical zones, with different
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diffusive regimes; e.g., if a float experiences a displacement of
100 km across a frontal system with a 0.005 isopycnal slope
then the depth change would be of 500 m. This indeed may be
happening in some of our floats that drift close to frontal
systems, but our data show that it is more an exception
than a rule, with no substantial effect on the overall results
(supplemental Fig. S1). In any case, it is possibly only a mat-
ter of thinking in terms of isopycnal rather than horizontal
diffusivity, with diffusivity changes occurring with potential
density rather than depth.

A second conceptual limitation of the ROD method is the as-
sumption that the coefficient of diffusion K does not depend on
the polar coordinate, which essentially means that turbulence is
isotropic. This may not be so in the ocean because of topo-
graphic and/or dynamic constraints, e.g., differences in one
order of magnitude (from 220 m* s~ ! latitudinal to 1500 m* s ™"
zonal) have been estimated in the deep South Atlantic because
of the presence of alternating zonal jets (Herbei et al. 2008). In
particular, for our study area, geophysical turbulence is likely
influenced by the frontal systems, with a preferential alongfront
(dominantly zonal) dispersive direction (Naveira Garabato et al.
2007; Roach et al. 2016). This shows up in the scattered plots
(supplemental Figs. S2 and S3), which illustrate clouds of
points (radial offsets) that are slightly elongated in certain di-
rections. Obviously, the entire method could be modified by
replacing the polar coordinates with a Cartesian coordinate
system, where the major axis would be aligned with the front
and the minor axis would be in the cross-frontal direction. The
observations could be adjusted with a two-dimensional Gauss-
ian surface and the diffusion equation would be solved in Carte-
sian coordinates, with different alongfront and cross-front
diffusivities. This type of approximation could be important for
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studying large-scale meridional heat transport in regions such as
the Southern Ocean.

The major conceptual and methodological advantage of the
ROD method is precisely its simplicity, in accordance with its ini-
tial objective of providing model-suited horizontal diffusivity. As
it is, the ROD method can be easily implemented, either with
model reanalysis data or with forecast models. Actually, the ROD
method was initially inspired by our desire to use a climatological
daily output from GLORYS12v1 to explore the transfer of inter-
mediate and mode Subantarctic waters all the way to the North
Atlantic Ocean. Setting appropriate effective diffusivities is very
important for daily velocity fields, as shown in this paper, but it is
even more important for daily climatological velocity fields. In-
deed, our preliminary results (not shown) evidence that the effec-
tive diffusivity for daily climatological velocity outputs has to be
substantially greater than for actual daily velocity values.

From an experimental viewpoint, the ROD method is lim-
ited by the accuracy of the position fixings. In this regard, the
use of a time interval of 10 days brings several advantages.
First, water parcels traveling with typical speeds in the range
of 0.05-0.5 m s~ ! will travel distances between 43 and 430 km
in 10 days. These trajectories will certainly not be straight but
represent net displacements on the order of 10-100 km, long
enough to easily adjust a Gaussian curve to the data points.
Further, these displacements range from the submesoscale to
the mesoscale, so they should allow assessing the effective dif-
fusivity associated with the third phase of diffusion (Garrett
1983; Sundermeyer and Price 1998). Finally, these distances
are much larger than the accuracy in the drifters’ positioning
(1-100 m for the GDP and about 1 km for RAFOS and Argo
floats), granting further confidence to the good performance
and robustness of the method.
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The one-dimensional radial diffusion equation appears as a
sensible, simple yet realistic, option to simulate subgrid motions
that are not resolved in numerical circulation models. It has
also been used by other authors to explore the stirring proper-
ties of either floats or numerical particles through the temporal
changes in the probability density functions (LaCasce 2010;
Graff et al. 2015; Balwada et al. 2021). We may further explore
the validity of this approximation by comparing the coefficients
provided by the method with the expression that relates the dif-
fusivity K with the variance of the radial offsets o during some
relatively long time scale 7, long enough for the effective eddy
diffusivity to develop (LaCasce et al. 2014; Roach et al. 2016):

)

K= 5 2)
We have used Eq. (2) for the eight depth ranges where we
have applied the ROD method (Fig. 6), with ¢° as obtained
from the Gaussian distribution adjusted to the experimental
particle concentrations and T = 10 days (Fig. 8). A scattered
plot of the K data shows very good agreement between the
experimental ¢?/27 and radial-diffusion values, with a slope of
0.92 and a correlation coefficient of 0.99, hence granting fur-
ther confidence to the ROD approach.

b. Comparison with other observations for the study area

We end up comparing our results for the study area with
horizontal diffusivity estimates from other studies. A sum-
mary of our estimates for K as a function of depth and region
is shown in Fig. 9. In general, the horizontal diffusivity de-
creases with depth from values close to 5000 m? s~! in the
near-surface waters to values about 1100-1300 m? s~' be-
tween 1500 and 2000 m (Fig. 9a). The single exception is the
mean value at 750 m (700-800-m depth range), which shows a
discrepant low value of 260 m? s'. This dissimilarity could be
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related to a real decrease in the subgrid variability at these
depths but it seems more likely that it responds to the fact
that a substantial fraction of the data at these depths corre-
sponds to Argo floats drifting south of the Southern Bound-
ary, even within the Weddell Sea with the presence of
substantial ice coverage (supplemental Fig. S6). Therefore, it
seems plausible that this low value responds to different dom-
inant dynamic processes (Yamazaki et al. 2021; Reeve et al.
2019; Vernet et al. 2019).
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The 15-m horizontal diffusion coefficients are fairly similar in
all regions, probably reflecting that the surface layer is directly
influenced by the intense westerly winds in the entire study area
(Russell et al. 2006). In contrast, the 900-1100-m values do have
a latitudinal pattern, with maximum values linked to the intense
Subtropical, Subantarctic, and Polar Fronts (1640-1820 m? s~ 1),
halfway values between the Polar Front and the Southern
Boundary (1050-1410 m* s~ '), and minimum values south of
the Southern Boundary (530 m? s™!). Notice that the fast jet
and high variability associated with the Polar Front takes place
north of its surface location [see Fig. 4 in Naveira Garabato et al.
(2011) and Figs. 7 and 12 in Olivé Abell6 et al. (2021)], within
the SAF-PF region.

There is an extraordinary range of horizontal diffusion values
reported in the literature. As explained in the introduction, this
is because the spreading of properties depends on the spatio-
temporal scales that we allow the dispersive processes to take
place, with the last phase—which acts from the submesoscale to
the mesoscale—producing the effective diffusion. Cole et al.
(2015) and Roach et al. (2018) have provided global maps of
this effective horizontal diffusivity.

Using 3° X 3° data from both the Argo program and a
global numerical circulation model, Cole et al. (2015) found
values roughly ranging between 200 and 20000 m? s~ ! at the
base of the winter mixed layer, with the largest values in the
western boundary currents and the equatorial jets. Zonally
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averaged values for each ocean basin, show peak surface values
of about 10000 m? s~ that decrease down to 1001000 m? s ™!
near 2000-m depth. Roach et al. (2018) used GDP and Argo
float data gridded at 1° X 1° to calculate the asymptotic eddy
diffusivity, which they estimated takes place at time scales
of order 10 days near the sea surface and 100 days at 1000
m; in these calculations, the effect of the mean-flow in sup-
pressing the eddy-related diffusion was considered (Ferrari
and Nikurashin 2010). They estimated the global mean eddy
diffusivity to be 2637 = 311 m? s~ ! at the sea surface and
543 + 155 m? s~ at 1000 m, with maximum surface values
in the western boundary currents and the equatorial jets,
and maximum 1000-m values in the western boundary cur-
rents and along the Antarctic Circumpolar Current (ACC).
Several studies have explored the intensity of horizontal
mixing in the Southern Ocean (Table 1), of special relevance
because of its key role in the global overturning circulation.
Sallée et al. (2011) used sea surface height data (1/3° daily) to
estimate characteristic surface diffusivities ranging between
1500 m? s~ ! near the center of the ACC and 3000 m? s~ in its
northern flank. Naveira Garabato et al. (2011) used 22 hydro-
graphic sections combined with sea surface height data
(1/3° weekly) and found that K is intensified in the interfrontal
regions, with values of about 2000 m? s~!, and is suppressed
in the jet cores, with values of about 200 m? s ! although
with exceptions in some segments. These values are fairly
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TABLE 1. Comparison of our horizontal diffusivity estimates with results from other authors.

Author Depth Region Diffusivity values K (m? s~ 1)
Naveira Garabato et al. (2007) 200-2000 m Scotia Sea 1840 * 440
Sallée et al. (2011) Sea surface North and center of the ACC 1500-3000
Naveira Garabato et al. (2011) Upper 1000 m Interfrontal ACC 200-2000
Tulloch et al. (2014) 1500 m Drake Passage 1200 =+ 500

Cole et al. (2015) Winter mixed layer Global 200-20 000

Roach et al. (2016) 1000 m ACC 300-2500
Roach et al. (2018) Sea surface Global mean 2637 = 311
1000 m 543 = 155
Roach et al. (2018) 1000 m Scotia Sea 1019 = 158
Southern Ocean 658 + 125
This study—ROD method 15m Western South Atlantic 3850-5270
1000 m 530-1820

uniform in the upper 1000 m of the water column, decreasing
with depth in the underlying layers. Roach et al. (2016) ex-
plored the size of eddy diffusivity at 1000 m using several data-
sets: numerical at 1/6° and 5-day resolution, sea surface height
at 1/3° and daily resolution, together with the 10-day Argo and
daily RAFOS data. The datasets were analyzed with different
methods, leading to several types of cross-flow effective diffu-
sivities (named meridional, cross contour, and cross stream)
that take 10-50 days to reach asymptotic values between about
300 and 2500 m? s'. In a posterior study, Roach et al. (2018)
calculated the Southern Ocean 1000-m effective diffusivity to
be 658 = 125 m? s~L. Tulloch et al. (2014), from a tracer
spreading experiment upstream of the Drake Passage, esti-
mated a diffusivity of 1200 = 500 m? s~ ! at 1500 m.

In the Scotia Sea, tracking natural helium injected from
hydrothermal vents near Drake Passage into the ACC, Naveira
Garabato et al. (2007) estimated a regional K average of
1840 = 440 m* s™! for the entire Upper Circumpolar Deep
Waters (UCDW), spanning depths from a few hundred meters
down to about 2000 m. Also for the Scotia Sea, Roach et al. (2018)
obtained a 1000-m effective diffusivity value of 1019 + 158 m*s ™.

All the above studies show that the horizontal diffusivity de-
creases with depth, with values of several thousand square meters
per second near the sea surface and between several hundred
and a few thousand square meters per second in the intermediate
and deep layers. The large range of values is possibly not surpris-
ing considering the variety of datasets (with very different spatio-
temporal resolution) and methodologies employed. In any case,
it is encouraging to see that the horizontal diffusivities obtained
with the simple ROD method are consistent with the previously
reported numbers.

6. Final remarks

The description of horizontal geophysical diffusivity remains a
major conceptual and experimental challenge. As oceanogra-
phers, we often wonder what horizontal diffusion coefficient is
most appropriate for a certain study, whether it be a climatologi-
cal basinwide balance or a coastal application of a numerical cir-
culation model. Motivated by this dilemma, we have developed
the radial offset by diffusion (ROD) method, as a simple yet ro-
bust approach that combines drifter and numerical trajectories
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to provide a first-order estimate of horizontal diffusivity K. Test-
ing the ROD method in the Subantarctic and Antarctic waters
of the southwestern Atlantic Ocean has shown that it does pro-
vide realistic coefficients of horizontal diffusivity.

The ROD method is model dependent, whether it be a nu-
merical prediction or any directly or indirectly observed veloc-
ity field, in the sense that it provides K values that are only
appropriate for that specific application. Using these coeffi-
cients with other models of similar spatiotemporal resolution is
likely adequate but should be done with caution. Nevertheless,
because of its simplicity, it could be easily implemented for
other applications. For example, we could easily increase the
time interval of the studied trajectories in order to explore the
asymptotic character of effective diffusivity, particularly in deep
waters [as extensively discussed by Roach et al. (2018)].

The ROD method also allows reducing the size of the do-
main under study, an important feature in order to investigate
regional variations in mixing. For example, Naveira Garabato
et al. (2011) argue that eddy mixing in the Southern Ocean is
suppressed in frontal regions, where eddies propagate much
slower than the mean flow. This leads to the counterintuitive
idea that frontal jets, with increased eddy kinetic energy, may
actually have relatively small cross-stream horizontal diffusion.
These authors further propose the existence of leaky sectors in
jets, where cross-frontal mixing would not be inhibited. The
ROD method appears as a potentially useful tool to explore
this type of variability, e.g., focusing on frontal systems and re-
gions with rough topography. In particular, we have found
that the region between the Polar Front and the Subantarctic
Front displays the maximum K values. These two fronts are by
far the most intense in the Scotia Sea (Naveira Garabato et al.
2011; Olivé Abell6 et al. 2021) so it is plausible that the turbu-
lent eddies generated in both neighboring frontal systems
could propagate into this relatively sluggish interfrontal re-
gion, where eddy-induced mixing would not be suppressed.

The ROD method is a simple and cost-effective tool for as-
sessing ocean lateral diffusivity, a key parameter for many ap-
plications, from the dispersion of properties in numerical
circulation models to inverse-type regional balances. Thanks
to the continuous increase in drifter data and the expanded
availability of high-resolution numerical models and reanaly-
sis, the ROD method could be applied basinwide to quantify
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how mixing affects large-scale circulation, or used locally to
investigate the relevance of different submesoscale and meso-
scale processes in the distribution of water properties.
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