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A B S T R A C T   

Radiative shocks waves are among of the most interesting astrophysical phenomena and due to their relevance, 
many laboratory experiments, using high-power lasers, have been performed to achieve a better understanding 
of them. The radiation emitted by the shock front can heat and ionize the pre-shock medium leading to the 
formation of radiative precursors, which are relevant in these phenomena since they absorb part of the radiation 
emitted by the shock front and becomes a strong source of radiation emission. The plasma in the precursor can be 
considered as a photoionized plasma in which the external radiation field plays a dominant role in the atomic 
kinetics behavior. A numerical study of the influence of the radiation field on the ion populations, radiative 
properties and atomic spectra of radiative precursors in radiative shocks generated in two laboratory experiments 
is presented. For the numerical simulations, three types of collisional-radiative models have been used. In the 
first one, the radiation induced processes are not included. In the second type, the radiative atomic processes 
induced by plasma self-absorption are considered. Finally, the radiative processes induced by both the external 
radiation field and the plasma self-absorption are included. The results obtained show the noticeable influence of 
the radiation field on the plasma properties analyzed.   

1. Introduction 

In the last three decades there has been considerable progress in the 
field of high energy density (HED) laboratory astrophysics. This has 
been made possible, on the one hand, by the considerable development 
of high-energy-density facilities [1], such as high-power lasers and fast 
magnetic pinch generators, and, on the other hand, by the possibility of 
scaling the magnetohydrodynamics between laboratory and astrophys
ical scenarios [2–6]. The experiments carried out in the laboratory allow 
both to reproduce conditions identical to certain astrophysical phe
nomena or scenarios or to recreate hydrodynamically scaled versions of 
others. The experiments present the advantage of being repeatable and 
that the initial conditions are controllable, and permit to explain and 
predict what occurs in astrophysical situations. Besides, they also pro
vide useful data for verification and validation of numerical codes used 
in the simulation of HED plasmas. 

Radiative shock waves are among the most interesting astrophysical 
phenomena and they are ubiquitous throughout the universe, being 
observed, for example, in accretion shocks [7], supernova remnants [8], 
pulsating stars [9] and at the head of stellar jets [10], and they also play 

a fundamental role in energy transport in the interstellar medium [11]. 
They are strong shocks that reach high temperatures and are the source 
of intense radiation [12]. Depending on the opacity of the medium in 
which they propagate, the radiation emitted by the shock front can heat 
and ionize the pre-shock medium leading to the formation of a radiative 
precursor [13]. Due to their relevance in Astrophysics, many laboratory 
experiments, using high-power lasers, have been performed to achieve a 
better understanding of them [12,14–24], using noble gases as a target. 
Depending of the type of experiment, the laser intensities on the target 
are comprised between 1014 and 1017 Wcm− 2, with shock speeds 
ranging between 10 and 150 kms− 1 and matter densities and plasma 
temperatures from 10− 5 to 10− 1 gcm− 3 and from 1 to 50 eV, 
respectively. 

The radiative precursors play a relevant role when they are gener
ated, since they absorb part of the radiation emitted by the shock front 
and, in turn, become a strong source of radiation emission. Therefore, a 
proper description of the radiative shock wave phenomenon have to 
take into account the effects of the radiative absorption by the matter 
and the radiation emitted by the shock front in a coupled form. This has 
recently made it possible to explain a discrepancy between the accretion 
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rates obtained from UV and X-ray observations during the impact of a 
column of matter on the surface of a Classical T Tauri star [25], for 
example. 

Since the radiative precursor is generated by the radiation emitted 
from the shock front, the plasma in the precursor can be considered as a 
photoionized plasma. Photoionized plasmas are those in which the ra
diation is sufficiently intense that photoexcitation and ionization rates 
are high relative to electron collisional and excitation rates [26]. 
Therefore, radiation plays a dominant role in the atomic kinetics 
behavior, participating or even dominating the ionization balance and 
the distribution of the ion populations [27]. Photoionized plasmas are 
usually referred as overionized since their average ionization is larger 
than at of collisional dominated plasma [28]. They are very common in 
Astrophysics, in pulse-power devices and laser-produced plasmas. 

In the laboratory experiments, the diagnostics of the plasma pa
rameters, such as the density, the electron temperature and ionization 
state, is essential to characterize the radiative precursors. Since the 
plasma emission spectrum contains information about the local instan
taneous density and temperature, atomic emission spectroscopy diag
nostic is a very useful tool to determine the plasma conditions and is 
frequently used [29–38] since it is comparatively non-invasive and easy 
to implement. The emission spectroscopy diagnostics of the plasma 
parameters is based on comparison of the synthetic spectra with those 
obtained experimentally. The generation of the synthetic spectra for 
given plasma conditions rely on the calculation of the atomic level 
populations and the plasma radiative properties, i.e. the absorption 
coefficient and the emissivity. Furthermore, these properties are also 
essential in radiation-hydrodynamic simulations of these plasmas. 
Therefore, atomic kinetics and radiative properties calculations are 
crucial in modeling HED plasmas. 

Due to the relevance of the radiative processes, the plasmas in the 
radiative precursor are in non-local thermodynamic equilibrium 
(NLTE). In this thermodynamic regime, the atomic level populations in 
the plasma are obtained by solving a set of coupled rate equations in the 
called collisional-radiative (CR) models [39], which include the transi
tion rates among the atomic levels due to the collisions with electrons 
and photons. The rates of the photon driven atomic processes are 
calculated through integrals over the specific intensity of the radiation 
field. On the other hand, the specific intensity in the plasma is commonly 
obtained from solving the radiative transfer equation (RTE), where the 
opacity and the emissivity are key quantities which, in turn, depend on 
the atomic level populations. Therefore, accurate modeling of the 
plasmas in the radiative precursor entails a CR model coupled to the 
RTE, with photon escape and non-local zone-to-zone coupling in both 
transition lines and the continuum [40], highly non-linear, that must be 
solved self-consistently. The problem entails a high complexity and, due 
to interest in the area of HED plasmas, new developments in this field are 
welcomed. 

In a previous work [41], the computational package MIXKIP/RAP
CAL, consisting of two codes MIXKIP (MIXture KInetic Properties) 
devoted to the calculation of the atomic level populations in the plasmas 
and RAPCAL (RAdiative Properties CALculator) developed for the 
calculation of the radiative properties and radiation transport, was 
presented. This package was designed to perform fully self-consistent 
large-scale NLTE atomic kinetics and radiation transfer of optically 
thick plasmas in 1D and for 2D in cartesian geometry using the SN 
method [42] in the long-characteristics scheme [43,44]. The computa
tional package and its early versions [45,46] have been successfully 
applied to the calculation of plasma opacities and emissivities of opti
cally thin 0D plasmas [47–51], charge state distribution and mean 
opacities of 1D thick plasmas [41,52] and K-shell plasma diagnostics 
[46,53,54]. In this work, the extension of MIXKIP/RAPCAL to perform 
simulations of the atomic kinetics and radiation transport of plasmas 
under the influence of external radiation fields to model photoionized 
plasmas is presented and its accuracy is evaluated. The model is then 
applied to the numerical study of the influence of the radiation emitted 

by the shock front on the ion ionization balance, absorption coefficient, 
emissivity and specific intensity of plasmas in radiative precursors 
generated in two radiative shock wave experiments in particular 
[12,17]. On the other hand, for NLTE optically thick plasmas the self- 
absorption can influence the ionization balance and atomic level pop
ulations and thus the radiative properties, which does not occur in LTE 
plasmas since their atomic kinetics is collisionally dominated and the 
self-absorption only affects the spectral lines in the line transport. 
Therefore, in this work, we also analyze the effect of the plasma self- 
absorption on the ion abundances, on the spectral emission and ab
sorption coefficients and on the emission spectra. 

The paper is structured as follows: in next section, we present a 
description of MIXKIP/RAPCAL and its extension to model photoionized 
plasmas. Section 3 is devoted to evaluate the accuracy of the numerical 
simulations of photoionized plasmas through comparisons with experi
mental results and numerical simulations available in the literature. In 
Section 4 we perform the analysis of the influence of the external radi
ation and the self-absorption on the ion abundances, radiative properties 
and specific intensities of plasmas in radiative precursors for two 
particular laboratory astrophysics experiments. Finally, general remarks 
and conclusions are collected in the last section. 

2. Theoretical model 

In plasmas in the NLTE regime, atomic level populations are ob
tained solving the rate equations of the CR models, which are given by 

dNζi(r, t)
dt

=
∑

ζ′ j

Nζ′ j(r, t)R
+

ζ' j→ζi −
∑

ζ′ j

Nζi(r, t)R−

ζi→ζ′ j, (1)  

where Nζi is the population density of the atomic level i of the ion with 
charge state ζ. The terms Rζ′j→ζi

+ and Rζ′j→ζi
− take into account all the 

atomic processes, both collisional and radiative, which contribute to 
populate and depopulate the atomic configuration ζi, respectively. The 
rate coefficients of the processes that involve the collision with a free 
electron are obtained from the collisional cross section, σ(εf) with εf the 
energy of the incident free electron, through 

〈
vf σ

〉
=

∫ ∞

Eth

vf σ
(
εf
)
f
(
r, t, εf

)
dεf , (2)  

where vf is the velocity of the incident electron, Eth the threshold energy 
of the excitation and f(r, t,εf) is the energy distribution function of free 
electrons in the plasma. In principle, this distribution should be obtained 
by solving the Boltzmann equation for the free electrons which is 
coupled to the rate equations [55]. However, in this work, for the 
calculation of the collisional rates we have assumed that the free elec
tron were thermalized and a Maxwell-Boltzmann distribution for the 
free electrons was used. This approximation is accurate for the plasma 
conditions considered in this work, since the characteristic time for the 
electrons to thermalize is around 1 ps which is considerably smaller than 
the characteristic hydrodynamic times of the experiments analyzed, 
which are around 1 ns [12,17]. 

For the radiative processes, which are essential in photoionized 
plasmas, the rate coefficients associated to those induced by the radia
tion are given by 

〈cσ〉 =
∫ ∞

Eth/h
cσ(ν)fph(r, t, ν)dν, (3)  

with c the speed of ligth, h the Planck's constant, ν the photon frequency, 
σ(ν) the cross section of the radiative process and fph(r, t,ν) the energy 
distribution function of photons in the plasma, which is obtained from 
the specific intensity, Iν(r, t,ν,n), where n is a unit vector in the direction 
of propagation for any value of the solid angle Ω, through 
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fph(r, t, ν) = 1
4π

∫
Iν(r, t, ν, n)

hcν dΩ. (4) 

The specific intensity is obtained by solving the RTE, which is given 
by 

1
c

∂Iν(r, t, ν,n)
∂t

+n⋅∇Iν(r, t, ν,n) = j(r, t, ν) − κ(r, t, ν)Iν(r, t, ν,n), (5)  

where j(r, t,ν) and κ(r, t,ν) are the plasma monochromatic emissivity and 
absorption coefficients, i.e. the plasma radiative properties, which are 
commonly assumed as isotropic. They depend, in turn, on the atomic 
level populations. Therefore, for optically thick plasmas, the rate 
equations are coupled to the RTE and they must be solved simulta
neously and self-consistently. Furthermore, different regions of the 
plasma could be coupled through radiation and, therefore, the self- 
consistence should be achieved for the whole plasma. 

In the present work, we are interested in the analysis of the influence 
of the radiation emitted by the shock front and the plasma self- 
absorption on the atomic kinetics and specific intensity at different po
sitions of radiative precursors generated in laboratory experiments. As 
said before, in the experiments considered in this work the hydrody
namic characteristic times are around 1 ns, and the electron densities 
and temperatures are ranged between 1018 − 1019 cm− 3 and 1–15 eV, 
respectively. For these ranges of plasma conditions the characteristic 
times of the atomic processes are around 1 ps, which is considerably less 
than the hydrodynamic time. Therefore, we can assume a sequence of 
quasi-steady states which are consistent with the instantaneous physical 
conditions of the plasma and then the time-derivative in the rate equa
tions of the CR model vanishes, obtaining for a given instant τ 
∑

ζ′ j

Nζ′ j(r, τ)R
+

ζ′ j→ζi
−
∑

ζ′ j

Nζi(r, τ)R−

ζi→ζ′ j = 0. (6) 

The CR model is implemented in MIXKIP code [50] and the most 
common atomic processes, both in thermal and photoionized plasmas, 
are included. They are collisional ionization, three-body recombination, 
spontaneous decay, collisional excitation and deexcitation, photoioni
zation, spontaneous and induced radiative recombination, auto
ionization, electron capture, photoexcitation and photodeexcitation. A 
detailed explanation about how the rates of these atomic processes are 
determined from their cross sections can be found in [56,57]. 

The resolution of the RTE and the calculation of the plasma radiative 
properties are implemented in the RAPCAL code [45], which is coupled 
to the MIXKIP code. Bound-bound, bound-free and free-free contribu
tions are included in the calculation of the plasma emissivity and ab
sorption coefficient [41]. On the other hand, solving the full time- 
dependent RTE is necessary to handle radiation flows where very 
short time scales must be considered but generally not to handle fluid 
flows where the radiation field at any position in the flow adjust almost 
instantaneously to changes in the physical conditions. This fact implies 
that the explicit time variation of the specific intensity in the RTE can be 
ignored on the characteristic time scales of the flow dynamics, since any 
characteristic velocity in the flow is considerably smaller than the speed 
of light. This is the context of this work and, for this reason, the time 
derivative in Eq.(5) can be dropped. Therefore, the RTE can be written 
as 

∂I(r, ν, n)
∂s

= j(r, ν) − κ(r, ν)I(r, ν,n), (7)  

with s the path length traced by the ray passing through the volume r 
along the solid angle Ω. The scattering term has not been considered in 
the RTE since its contribution is irrelevant for the cases analyzed in this 
work. The formal solution of the last equation is given by 

I(s, ν) = I(s0, ν)e− τ(s0 ,s,ν) +

∫ s

s0

j(s′

, ν)e− τ(s′ ,s,ν)ds′

, (8) 

Fig. 1. Comparison of the average ionization for a nitrogen plasma at ni = 1.4 
× 1019 cm− 3, Te = 20 eV and Trad = 80 eV. 

Table 1 
Comparison of the average ionizations and the CSDs calculated with MIXKIP 
including or not the external radiation field.   

Without radiation With radiation 

Z 4.77 5.41 
N3+ 1.42 × 10− 2 5.13 × 10− 3 

N4+ 2.01 × 10− 1 8.19 × 10− 2 

N5+ 7.84 × 10− 1 4.45 × 10− 1 

N6+ 3.58 × 10− 11 4.30 × 10− 1 

N7+ 1.03 × 10− 12 3.80 × 10− 2  

Table 2 
Comparison of the average ionization and the radiative power loss (RPL, in 
ergcm− 3 s− 1) of a neon plasma with simulations from the 8th NLTE Code 
Comparison Workshop. A Planckian radiation with temperature of 103 eV and 
dilution factor of 0.017 was assumed.   

Te = 5 eV Te = 40 eV  

ne = 1018cm− 3 ne = 1019cm− 3 ne = 1018cm− 3 ne = 1019cm− 3  

Z RPL Z RPL Z RPL Z RPL 

MIXKIP 7.36 2.47 
× 16 

3.05 3.62 
× 17 

8.23 1.01 
× 16 

7.95 2.26 
× 17 

CODE1 7.41 8.09 
× 16 

3.06 7.94 
× 17 

8.18 1.03 
× 16 

7.94 2.19 
× 17 

CODE2 8.07 − 5.45 − 8.31 − 7.98 −

CODE3 7.53 5.81 
× 16 

3.03 5.58 
× 17 

8.25 1.03 
× 16 

7.97 2.05 
× 17 

CODE4 6.38 3.94 
× 16 

3.19 5.79 
× 17 

8.16 1.14 
× 16 

7.95 1.94 
× 17 

CODE5 3.95 − 2.42 − 8.02 − 7.94 −

CODE6 7.73 1.24 
× 15 

3.13 7.42 
× 17 

8.18 6.47 
× 15 

7.94 1.03 
× 17  
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where s0 is the boundary condition and τ(s, s′,ν) is the monochromatic 
optical depth at the path length s, which is given by [58]. 

τ(s′

, s, ν) =
∫ s

s′
κ(s′

′

, ν)ds
′
′

. (9) 

For NLTE optically thick plasmas, since the radiation field couples 
different cells of the plasma, the rate equations and the RTE of all the 
layers are solved self-consistently until convergence for the whole 
plasma is achieved. For photoionized plasmas, as those considered in 
this work, the specific intensity in Eq.(8) would include the contribution 
both of the external radiation from the shock front and the radiation 
emitted by the plasma. In RAPCAL the RTE is solved for 1D and 2D in 
cartesian geometry. 

The atomic structure, oscillator strengths and photoionization cross 
sections were obtained from the FAC code [57] in which a fully rela
tivistic approach based on the Dirac equation is used. The atomic data 
were calculated in the detailed configuration accounting approach, 
including the unresolved transition array (UTA) shifts [59] in the tran
sition energies and a correction to the oscillator strengths due to the 
configuration interaction within the same non-relativistic 

configurations. In the evaluation of the line profile, natural, Doppler, 
electron-impact [60] and UTA [59] broadenings are included. The line- 
shape function is applied with the Voigt profile including all these 
broadenings. Complete redistribution hypothesis is assumed for the line 
profile in the bound-bound transitions. Finally, since the atomic prop
erties are obtained in the context of isolated ion, the effect of the plasma 
environment on the population of the atomic levels is modeled through 
the depression of the ionization potential or continuum lowering (CL). 
The application of the CL can restrict the number of bound states 
available and, in this work, the formulation developed by Stewart and 
Pyatt [61] was applied. Furthermore, the transition energies (denoted as 
Eth in Eqs.(2) and (3)) of those collisional and radiative processes that 
lead to a recombination/ionization of an ion are corrected by the CL. 

Multicomponent photoionized plasmas can be also modeled. In this 
situation, collisional processes that connect ions of different chemical 
species are not included. However, they are coupled in three ways. First, 
through the radiation field in the plasma. Secondly, the different species 
of the multicomponent plasmas are immersed into a common pool of 
free electrons and, therefore, they are coupled through the electron 
density since the average ionization of each chemical species has to be 

Fig. 2. Comparison of the experimental charge state distributions [70] for a plasma mixture of fluorine (a), sodium (b) and iron (c), with calculations performed by 
the codes MIXKIP, NIMP [67], ALICE [66] and GALAXY [71]. The conditions of the plasma used in the simulations were an electron temperature of 150 eV, an 
electron number density of 2 × 1019 cm− 3 and a Planckian radiation field at a temperature of 165 eV and a dilution factor of 0.01. 
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consistent with same electron density [62]. Finally, they are also 
coupled through the CL since in the formalism implemented in our CR 
model this depends on the average ionization of the mixture. Therefore, 
the rate equations of all chemical species in the plasma must also be 
solved self-consistently. 

The selection of the atomic configurations in the CR models is a key 
factor but still an open question and largely depends on the problem 
being addressed. Thus, for example, for plasmas at intermediate den
sities, ruled by the collision with thermal electrons, the number of 
double and single excited configurations can be restricted. However, 
when the plasma is under the influence of high intense radiation fields, 
atomic configurations with inner shells open might be needed [63]. In 
this work, we have performed simulations of xenon plasmas for electron 
temperatures between 1 and 15 eV and mass densities around 10− 4 

gcm− 3, which is an intermediate density. For these range of plasma 
conditions, the ion charge states obtained were between Xe0+ and Xe10+

and therefore the ionization is not too high. Furthermore, the external 
radiation field is not so intense as to ionize the innermost shells. Ac
cording to this, the following configurations were included: (1) ground 
configuration; (2) single excited configurations from the valence shell, 
nv, to shells with n ≤ 10; (3) doubly excited configurations from the 
valence shell to shells with n ≤ nv + 2; and (4) single excited 

configurations from shell nv − 1 to shells with n ≤ nv + 2. We have 
checked that this choice is adequate for modeling xenon plasmas in 
similar plasma conditions [64]. 

3. Validation of MIXKIP/RAPCAL for photoionized plasmas 

The model for photoionized plasmas have been evaluated by 
comparing its calculations of properties such as average ionization, 
charge state distribution (CSD) and radiative power loss (which is ob
tained as the integral in frequencies of the emissivity) with experimental 
data and numerical simulations from other codes, both for mono- and 
multi-component plasmas. These comparisons are presented below. 

3.1. Nitrogen plasma 

The simulations in nitrogen plasmas have been compared with an 
experiment carried out on the Gekko laser that was used to photoionized 
a nitrogen gas cell. The ion number density was 1.4 × 1019 cm− 3 and the 
radiation field was taken as Planckian with a temperature of 80 eV and 
an electron temperature between 20 and 30 eV was estimated [65]. The 
authors obtained the CSD from a spectroscopic diagnostics of an emis
sion spectrum taken at 2.1 ns. In Fig. 1 we compare that CSD with 

Fig. 3. Comparison of the charge state distributions for three layers of the radiative precursor in the first experiment analyzed.  
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numerical simulations performed with MIXKIP and ALICE [66] and 
NIMP codes [67]. ALICE and NIMP are CR codes based on a non- 
relativistic DCA model and on an average atom model, respectively, 
that include collisional and radiative driven atomic process. We detect 
from the figure that MIXKIP presents a good agreement with the CSD 
obtained from the experimental results for the most abundant ions in the 
plasma, N5+ and N6+, showing slight differences for the ions N4+ and 
N7+. On the other hand, the ALICE results were obtained for a temper
ature of 19 eV, since ALICE predicts that the most abundant ion at the 
temperature of 20 eV is N6+ instead of N5+, which shows the sensitivity 
of this case with the electron temperature. The NIMP code, which is 
based on a simple average model, presents a good agreement with the 
experimental results for the whole CSD. This fact illustrates that, for the 
calculation of the average ionization, the completeness of the atomic 
configurations included in the simulations is more critical than accuracy 
of the atomic data [68]. In this case, configurations with two excited 
electrons must be included, otherwise the numerical simulations would 
predict an over-ionized plasma due to low recombination rates [66]. 

In Table 1 the average ionizations and the CSDs calculated with 
MIXKIP including or not the external radiation field are compared, in 
order to show the effect of the photon driven atomic processes. When the 
external radiation field is not considered in the CR model the CSD is 
mainly concentrated in two ions, N4+ and N5+. The high ionization 

potential of N5+ prevents a greater ionization in the plasma for these 
conditions of electron temperature and density. On the other hand, 
when the radiation is considered in the CR simulation the average 
ionization increases from 4.77 to 5.41, as Table 1 shows. In this case, the 
radiation driven processes are responsible of populating appreciably the 
N6+ (with a population slightly lower than the population of N5+), 
overcoming the ionization potential of the ion N5+. However, the higher 
ionization potential of N6+ ion prevents a greater ionization for this 
external radiation field. 

3.2. Neon plasmas 

For neon plasmas, we performed calculations of the average ioni
zation and the radiative power loss for electron temperatures of 5 and 
40 eV, electron densities of 1018 and 1019 cm− 3, a Planckian radiation 
field with temperature of 103 eV and a dilution factor of 0.017. These 
conditions were proposed in the 8th NLTE Code Comparison Workshop 
[69]. In Table 2 the average ionization and the radiative power loss are 
listed for these two electron temperatures and densities, compared with 
calculations from NLTE kinetic codes that participated in that Work
shop. From the table, it is detected that the agreement between the re
sults provided by the different codes is better for the case of the higher 
temperature than for the lower one. This could be due to the fact that He- 

Fig. 4. Comparison of the emissivities calculated with NR, SA and RSA simulations for two layers of the radiative precursor in the first experiment analyzed.  

R. Rodríguez et al.                                                                                                                                                                                                                              



Spectrochimica Acta Part B: Atomic Spectroscopy 201 (2023) 106627

7

like and H-like Ne ions are the most abundant at 40 eV and they have 
simple atomic structures (He-like is a closed shell ion). In any case, the 
results obtained with MIXKIP show a good agreement for the four cases, 
both in the average ionization and in the radiative power loss, with most 
of the codes compared. 

3.3. Plasma mixture 

Finally, the CSDs of a plasma mixture have been also compared with 
an experiment, a thin foil of iron and sodium fluoride that was irradiated 
by the radiation from a Z pinch [70]. The radiation field was experi
mentally diagnosed as equivalent to a Planckian with a radiative tem
perature of 165 eV and a dilution factor of 0.01. The electron density 
was ne = 2.0 ± 0.7 × 1019 cm− 3 and an electron temperature of 150 eV 
was found from the analysis of the spectral line shapes. 

For the numerical simulations, the atomic level populations were 
calculated in MIXKIP by iteration over the three elements of the mixture. 
They are coupled through of the common electron number density and 
the continuum lowering. Comparisons with the experimental results and 
also with those obtained using the NIMP and ALICE codes and also, for 
iron, with the GALAXY code [70] (a CR model based on the average-of- 
configuration approximation) are illustrated in Fig. 2. The figure shows 

that MIXKIP provides quite acceptable results for the CSDs of the three 
elements of the mixture. This agree is only obtained with MIXKIP and 
NIMP codes since the results provided by the ALICE code do not 
reproduce the experimental results for fluorine and the CSD obtained 
with the GALAXY code for iron presents noticeable differences. 

4. Results 

MIXKIP/RAPCAL has been applied in the analysis of the ion abun
dances, radiative properties and specific intensities of plasmas in radi
ative precursors generated by radiative shocks launched in xenon in two 
kinds of laboratory experiments. In the first one, the shock is launched in 
a tube by driving with the laser a solid piston into a xenon gas cell. This 
kind of experiments is commonly used to recreate accretion shocks. In 
the second type, which is appropriate to recreate radiative shocks in 
supernova remnants, the laser energy is deposited directly into a cluster 
of xenon. A brief description of the experiments is included before 
presenting the results. 

Three types of collisional-radiative models have been used in the 
numerical simulations of the plasmas properties of the radiative pre
cursors in both experiments. In the first one, denoted as NR, the radia
tion induced processes were not included. In the second type, the 

Fig. 5. Comparison of the monochromatic optical depths calculated with NR, SA and RSA simulations for two layers of the radiative precursor in the first exper
iment analyzed. 
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radiative atomic processes induced by plasma self-absorption were 
considered and it has been denoted as SA. Thus, we can analyze the 
effect of the plasma self-absorption on the atomic level populations and 
absorption and emission coefficients. Finally, the radiative processes 
induced by both the external radiation field (to model the photoionized 
plasma) and the plasma self-absorption were included in the third type 
of simulation, denoted as RSA. Furthermore, for the three types of nu
merical simulations, the influence of the plasma self-absorption on the 
specific intensities in the radiative transport has been also analyzed. 

4.1. Radiative shock launched in a tube 

The first experiment considered [12] was performed at the Prague 
Asterix Laser System facility. The setup consisted of a target which is a 
channel of parallel pipe shape, whose length is 4 mm, filled with xenon 
at 0.1 bar (mass density of 5.4 × 10− 4 gcm− 3). The target is closed at 
both ends by two foils made of plastic and coated with gold. They act as 
pistons to drive the shock into the target. The shock wave was driven by 
focusing a laser beam (133 J, λ = 438 nm) onto the left piston. The laser 
pulse is long (~ ns) which implies a continuous injection to the shock 
and the creation of a stationary structure [72]. The velocity of the shock 
was estimated using visible interferometry diagnostic obtaining 50 ± 3 
km/s. Using the lagrangian code HELIOS [73], 1D radiation- 
hydrodynamics calculations in the direction of the shock propagation 
were performed [12]. The plasma conditions thus obtained have been 
used in the numerical simulations carried out in this work as described 
below. 

HELIOS calculations predicted a temperature of around 16 eV and a 
mass density of 0.011 gcm− 3, what corresponds to an electron density of 
6.7 × 1020 cm− 3 for the shock. For these conditions, the plasma in the 
shocked medium can be assumed in LTE [74]. Therefore, we have 
modeled the radiation coming from the shock front as Planckian with a 
radiation temperature of 16 eV. With respect to the radiative precursor, 
an extension of 0.165 cm and temperatures ranged between 13 and 7 eV 
were obtained in the radiation-hydrodynamics calculations at 10 ns. For 
the CR simulations, we have divided the precursor extension in the di
rection of the shock propagation into 7 uniform layers with electron 
temperatures from 13 to 7 eV and with a mass density of 5.4 × 10− 4 

gcm− 3. Therefore, the atomic kinetics and radiation transfer in the 
radiative precursor are solved in 1D. The range of electron densities for 
the radiative precursor obtained from NR, SA and RSA simulations are 

quite similar, since the ions involved are the same, and are ranged from 
1.9 × 1019 cm− 3 to 1.3 × 1019 cm− 3 which are in good agreement with 
those obtained in the HELIOS simulations, ranged between 2.0 − 1.8 ×
1019 cm− 3. 

The comparison of the CSDs for three layers obtained with the NR, SA 
and RSA simulations is depicted in Fig. 3. It is observed that the main 
ions involved in the two first layers are the same, Xe6+–Xe9+, since their 
temperatures are close. In layer 1 it is detected that the most abundant 
ion is Xe7+ for the NR simulation. An increase in the ionization is 
observed when the plasma self-absorption is included (SA model), 
although the most abundant ion remains the same. When the radiation 
from the shock front is also included (RSA model), the increase of the 
ionization becomes more noticeable, now being Xe8+ the most abundant 
ion. However, it is obtained that in layer 2 (and the following layers) the 
results provided by SA and RSA models are very similar which indicates 
that the effect of the external radiation field is almost negligible and the 
small increase in ionization seen in the figure is mainly due to self- 
absorption in the plasma. We have verified that the radiation emitted 
by the shock front is absorbed almost entirely by the neighboring region 
of the precursor due to the value of its mass density. Thus, the same 
simulations were performed decreasing the density to 10− 4 gcm− 3, 
obtaining that the effects of the external radiation field would be 
noticeable even in the final region of the precursor (which corresponds 
to layer 7 in our model). Therefore, for this experiment, once the radi
ative precursor is generated by the radiation from the shock front, the 
influence of that radiation on the atomic level populations is limited to 
the region closest to the front (layer 1). 

The changes produced in atomic level populations due to radiation- 
induced atomic processes are propagated to the emission and absorption 
coefficients. The comparisons of the emissivities obtained with the three 
types of simulations for layers 1 and 5 are displayed in Fig. 4. According 
to Fig. 3, the ions that contribute the most to the emissivity are the same 
in NR, SA and SRA calculations, Xe5+–Xe9+ and Xe4+–Xe8+ for layers 1 
and 5, respectively, and this fact explains that the structures obtained in 
the emissivities in the three simulations are the same. The discrepancies 
are obtained in the values of the emissivity due to the differences in the 
ion populations. Fig. 3 showed that the main effect of radiation (both the 
external and the emitted by the plasma) is to increase the plasma ioni
zation, being this effect more important in layer 1 than in layer 5. This is 
also clearly observed in Fig. 4 which shows that the differences in the 
emissivities between the three simulations are more noticeable in layer 1 

Fig. 6. Comparison of the relative intensities of two line transitions of Xe7+ and Xe5+ for layers 1 and 5, respectively, in the first experiment analyzed, calculated with 
NR model assuming the plasma as optically thin or thick for the line transport in the layer. 
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than in layer 5. In the former layer we detect that for the region of low 
photon energies (less than 50 eV and mainly between 20 and 30 eV) the 
NR simulation provides slightly higher values of the emissivity of some 
lines than the SA and RSA calculations. These are line transitions of the 
ions Xe6+ and Xe7+ which contribute mainly in this energy region of the 
spectrum. In contrast, the region of photon energies greater than 60 eV, 
where the contributions of the ions Xe8+ and Xe9+ are more relevant, the 
values of the emissivities provided by the SA and RSA simulations are 
higher than those obtained with NR. Contributing to these increases, in 
addition to a greater abundance of these ions, is the fact that the pop
ulations of the excited levels are more populated than in the NR simu
lation due to the photoexcitation induced by radiation. We have found 
that the relative populations of excited states, with respect to that of the 
ground configuration, can be doubled in the SRA simulation. In layer 1, 
since the external radiation produces a higher ionization than the 
plasma self-absorption, differences are also detected in the emissivities 
calculated with SA and RSA simulations. The behavior of these differ
ences with the photon energy is similar to that obtained between the NR 
and SA simulations. 

On the other hand, these differences are not obtained in layer 5, the 
SA and RSA emissivities being rather similar. This result was expected 
according to the agreement between the CSDs depicted in Fig. 3. 
Therefore, in this layer, the discrepancies in the emissivity with respect 

to the NR simulations are mainly due to the effect of the plasma self- 
absorption on the atomic level populations. In general, the values of 
the emissivity provided by the NR simulation are smaller than those 
obtained with SA, although the abundance of Xe5+ is larger for the NR 
simulation. This is due to in the range of photon energies lower than 60 
eV, where Xe5+ contributes, the contributions to the emissivity of Xe6+

and Xe7+, whose populations are larger in the SA simulation, are also 
present producing the increase of the SA emissivity with respect to NR 
simulation. 

Similar results are obtained for the absorption coefficient, as Fig. 5 
shows. In that figure the monochromatic optical depths of layers 1 and 5, 
calculated with the three simulations, are represented. This figure, in 
addition to showing the differences in the absorption coefficient due to 
changes in plasma populations, allows us to analyze whether self- 
absorption will influence on the intensity when the line is transported 
in the layer. In layer 1 the optical depth is greater than or close to 1 in 
many ranges of photon energies and this occurs in the three simulations. 
Therefore, even if the effect of self-absorption was not included in the CR 
model (as in the case of the NR simulation), many lines are optically 
thick and the self-absorption must be included in their transport. This 
also occurs in layer 5 for line transitions in the range of photon energies 
lower than 150 eV. This fact is illustrated in Fig. 6, which shows the 
relative intensities of two line transitions of Xe7+ and Xe5+ for layers 1 

Fig. 7. Comparison of the specific intensities calculated with NR, SA and RSA simulations for two layers of the radiative precursor in the first experiment analyzed.  
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and 5, respectively, obtained with the NR collisional-radiative model 
assuming that the plasma is optically thick or thin for these lines. Since 
the calculations were done with the NR model, the influence of the self- 
absorption on the level populations is not included in this comparison. 
Therefore, the differences between both calculation of the line in
tensities are only due to plasma self-absorption effects on the line 
transport through the layer. The optical depths for these transitions are 
greater than 1 and the figure shows a strong absorption at the lines 
center, decreasing in two or three orders of magnitude, depending of the 
layer. Therefore, in the following, the specific intensities of the layers 
calculated with the three types of CR models will include the plasma self- 
absorption in the radiative transport of the lines. Thus, the differences 
between their intensities will be only due to the changes in the plasma 
atomic level populations. 

The comparison of the specific intensities calculated with the three 
CR models for layers 1 and 4 is illustrated in Fig. 7. Since the ions that 
contribute are the same for the three simulations, Xe5+–Xe9+ and 
Xe4+–Xe8+ for layers 1 and 5, respectively, the structures observed in the 
intensities obtained with the three models are the same. However, some 
discrepancies are detected in the values of the line intensities due to the 
differences in the ion populations, which is expected according to the 
results already obtained when analyzing the emissivities and the 

monochromatic optical depths (see Figs. 5 and 6). In layer 1, for the 
region of low photon energies (less than 60 eV), where the ions that must 
contribute are Xe6+ and Xe7+, the NR simulation provides slightly higher 
values of intensity than the SA and RSA calculations. In contrast, in the 
region of photon energies greater than 60 eV, where the contributions of 
the ions Xe8+ and Xe9+ are more relevant, the values of the intensity 
provided by the SA and RSA models are sensibly higher, especially in the 
latter case. Contributing to this increase, in addition to a greater abun
dance of these ions, is the fact that the populations of the excited levels 
of the ions are also greater than in the NR simulation due to photoex
citation by radiation. This is most noticeable in the RSA model, which 
shows the high influence of the radiation field coming from the shock 
front. As said before, we have found that the relative population of 
excited states, with respect to that of the ground configuration, can be 
even double when the external radiation is considered, increasing the 
emissivity from those states. In layer 5, a similar behavior to layer 1 is 
obtained, but the differences are now significantly less. They are mainly 
due to the influence of the plasma self-absorption on the atomic level 
populations and not to the external radiation field which is mostly 
absorbed in layer 1, as anticipated when commenting on ion pop
ulations. Finally, the impact of self-absorption on the line transport can 
be observed by comparing the emissivities with the specific intensities 

Fig. 8. Comparison of the charge state distributions at 3 ns for three layers of the radiative precursor in the second experiment analyzed.  
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(Figs. 4 and 7). As previously shown, in the line transport the emission 
intensity is reduced by self-absorption, its effect being more important in 
some regions of photon energy than in others, for example, in layer 1 
between 50 and 100 eV and around 150 eV. 

4.2. Radiative shock launched in a cluster 

The second experiment analyzed was conducted using the THOR 
laser facility at the University of Texas [17]. In this case, the shock was 
produced after the laser energy was deposited directly into a gas of 
xenon clusters. Clustered gases present an extremely efficient absorption 
of the laser energy creating a hot, high energy density plasma. The 
plasma subsequently explodes into the xenon gas forming a cylindrical 
radiative blast wave [75], which is an expanding radiative shock that is 
in the process of sweeping up the material that is ahead of the shock. In 
this experiment, the gas of xenon cluster was irradiated with a laser 
energy around 400 mJ at average gas density of 1.6 × 10− 4 gcm− 3, 

which is the density of the radiative precursor generated ahead of the 
front shock. The pulse duration was short (~ps) and, in this case, the 
temperature of the shock decreased with time due the energy loss by 
radiation. The blast waves formed were characterized using time- 
resolved transverse interferometric and Schlieren image. In this way, 
the electron density profiles in the radial direction (which is the direc
tion of the shock propagation) could be obtained at several times. 

We have performed the analysis of this experiment at 3 ns and 21 ns 
after the shock was launched. Using the experimental mass density and 
radial electron density profile, the radial electron temperature profiles 
for both the shocked medium and the radiative precursor were obtained 
using a CR model [76]. These radial temperature profiles have been used 
in this work. Experimental data provides a shocked shell compression 
equals to 2, which implies a mass density of 3.2 × 10− 4 gcm− 3. For this 
mass density and for the temperatures reached in the shocked shell 
(lower than 20 eV), the plasma is in NLTE and, therefore, its radiation 
field cannot be modeled with a Planckian function, as was done in the 

Fig. 9. Comparison of the emissivities calculated with NR and RSA collisional-radiative models of layers 1 and 4 of the radiative precursor at 3 ns in the second 
experiment analyzed. 

Fig. 10. Comparison of the monochromatic optical depths calculated with NR and RSA collisional-radiative models of layers 1 and 4 of the radiative precursor at 3 ns 
in the second experiment analyzed. 

R. Rodríguez et al.                                                                                                                                                                                                                              



Spectrochimica Acta Part B: Atomic Spectroscopy 201 (2023) 106627

12

Fig. 11. Comparison of the specific intensities for three layers of the radiative precursor at 3 ns in the second experiment analyzed.  

Fig. 12. Comparison of the charge state distributions at 21 ns for two layers of the radiative precursor in the second experiment analyzed.  
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previous experiment. In this case, we have calculated the radiation 
emitted by the shock front with the CR model. For the numerical sim
ulations of the plasma in the radiative precursor, this was divided, in the 
radial direction, into a non-uniform spatial grid of 7 layers with the same 
mass density but different electron temperature. 

At t = 3 ns, the temperature of the shock front was 15 eV and the 
length of the radiative precursor was 0.11 cm with temperatures ranged 
between 8 and 1 eV. As expected, the radiation coming from the shock 
leads to an increase in ionization that is more noticeable in the regions 
closer to the front (layer 1), as Fig. 8 shows. However, unlike the first 
experiment analyzed, it is observed that the impact of the plasma self- 
absorption on the ion populations is small in layer 1 and almost negli
gible in the other layers. This result is due to the lower density of the 
precursor in this second experiment. Therefore, in this case, we have 
focused the analysis on the influence of the radiation coming from the 
shock front. However, although self-absorption has a negligible contri
bution on the ion abundances, its impact on the line intensities in the 
line transport through the layer is relevant and must be included, as will 
be shown below. 

The comparisons of the emissivities and monochromatic optical 
depths of layers 1 and 4, calculated with NR and RSA collisional- 
radiative models, are displayed in Figs. 9 and 10. The noticeable dif
ferences in these properties between both models are detected in the 
figures. This is due to the influence of the external radiation field on the 
radiative properties, being more important in layer 1 than in layer 4. 
This result was expected since it also occurred in the ion abundances. In 
layer 1, both models predict transitions for the photon energies greater 
than 160 eV that are detected in the optical depth but not in the emis
sivity. These are transitions from the ground configuration to excited 
configurations of Xe8+, the absorption obtained with the RSA model 
being more important than with the NR model, since the abundance 
predicted by the former is greater. However, the populations of the 
excited states of this ion are considerably small and therefore transitions 
in that range of photon energies are not detected in the emissivity. On 
the other hand, the NR model predicts in layer 4 structures in the 
monochromatic optical depth that are not detected in the emissivity for 
the photon energy range 80–120 eV. These correspond to transitions 
from doubly excited levels of Xe4+ and Xe5+ to the ground configuration 
and the two first excited levels. However they are obtained both in the 
emissivity and the optical depth calculated with the RSA model. This 
result shows that the photoexcitation process, responsible for populating 
those excited levels, plays a pivotal role in this experiment, producing 
significant differences even when the discrepancies in the ion 

populations between the RSA and NR simulations are small, as occurs in 
layer 4. 

Figure 10 also shows that many transitions for photon energies lower 
than 100 eV have an optical depth greater than or close to one in both CR 
models. Therefore, the plasma self-absorption must be included in the 
calculation of the specific intensity transported through the layer in both 
RSA and NR models. The comparisons of the specific intensities for 
layers 1,2 and 4 are illustrated in Fig. 11. The differences between them 
are only due to the plasma atomic level populations and those are more 
noticeable for photon energies greater than 60 eV, which is expected 
since the differences in the emissivities were also more relevant in that 
range of photon energies, as Fig. 9 showed. The discrepancies between 
RSA and NR calculations of the specific intensities are greater in this 
experiment than in the previous one. In this second experiment the 
electron density is lower than in the first one analyzed, between 6 × 1018 

and 1018 cm− 3. These lower electron densities lead to a decrease in the 
collisional excitation rate. Therefore, photoexcitation process becomes 
more relevant to populate the excited levels, which would explain these 
greater differences with respect to the NR simulations. The effect of the 
plasma self-absorption on the emission spectra can be observed in those 
range of photon energies in which the monochromatic optical depths 
were greater than or close to one by comparing the emissivities (Fig. 9) 
and the specific intensities (Fig. 11). 

At t = 21 ns, the temperature of the shock had decreased to 9 eV, the 
length of the radiative precursor was 0.09 cm with temperatures ranged 
between 7.5 and 1 eV. At this time, the intensity of the radiation emitted 
by the shock front is lower and so is its effect on the properties of the 
radiative precursor. This is illustrated in Fig. 12, where we observe that 
the influence on the ion populations is less than at earlier times. How
ever, differences in the specific intensities provided by the NR and RSA 
models are still observed, although they are smaller than at 3 ns, as 
Fig. 13 shows. The ion abundances obtained in layer 2 with both models 
are very similar. However, the values of the intensity provided by the 
RSA model are greater than those of the NR model which is due to the 
influence of the photoexcitation process induced by the shock front ra
diation on the population of the excited levels. In layer 1, this effect is 
also present but the fact that the discrepancies in the ion abundances are 
greater than in cell 2 also contributes to the increase the differences 
observed between both simulations. The total duration of this experi
ment was around 80 ns. As time passes, the intensity of the shock ra
diation decreases and the results of the RSA and NR models will tend to 
converge. 

Fig. 13. Comparison of the specific intensities for two layers of the radiative precursor at 21 ns in the second experiment analyzed.  
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5. Conclusions 

In this work we have performed a numerical analysis of the influence 
of the radiation induced atomic processes on the atomic kinetics, radi
ative properties and emission spectra for a type of photoionized plasmas 
such as those found in radiative precursors generated in experiments of 
laser-produced radiative shocks. Two experiments have been studied, in 
which the radiative shocks were launched in xenon, that recreate ac
cretion shocks and supernova remnants, respectively, being the mass 
density in the second experiment around five times lower than in the 
first one. For the numerical simulations, we have used a large-scale 
collisional-radiative and radiative transfer coupled models in which a 
complete set of atomic configurations of xenon was implemented. In the 
calculation of the photon induced atomic processes in the rate equations, 
the radiation included both the external radiation field coming from the 
shock front and the radiation emitted by the plasma. These processes 
influence the ionization balance increasing the ionization relative to the 
optically thin situation. Furthermore, for a given ion, the photoexcita
tion induced by the radiation can increase the relative populations of 
excited states, with respect to that of the ground configuration. These 
two factors imply changes in the plasma properties that may become 
rather relevant. Thus, in the first experiment, we obtained that the 
external radiation field was mainly absorbed in the region of the radi
ative precursor closer to the shock front, producing significant changes 
in the ion abundances and radiative properties. For regions farther from 
the front, the influence of the external radiation was negligible and the 
differences were due to the plasma self-absorption. In the second 
experiment the mass density was lower and as a consequence the 
external radiation was not only absorbed in regions close to the front, 
but produces changes in the entire radiative precursor and, in addition, 
the influence of the self-absorption on the atomic kinetics is consider
ably less than in the first experiment. In NLTE optically thick plasmas, 
self-absorption influences on the emission spectra through both the 
atomic level populations and line transport. In both experiments, the 
analysis of the monochromatic optical depths showed that many lines 
were optically thick and they were partially or strongly absorbed in the 
line transport. Therefore, even when the impact of self-absorption on 
atomic kinetics was negligible, it had to be included in the numerical 
simulation of the emission spectra. 
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