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Abstract: The Cyclic Alternating Pattern (CAP) is a periodic activity detected in the electroencephalo-
gram (EEG) signals. This pattern was identified as a marker of unstable sleep with several possible
clinical applications; however, there is a need to develop automatic methodologies to facilitate
real-world applications based on CAP assessment. Therefore, a deep learning-based EEG channels’
feature level fusion was proposed in this work and employed for the CAP A phase classification.
Two optimization algorithms optimized the channel selection, fusion, and classification procedures.
The developed methodologies were evaluated by fusing the information from multiple EEG channels
for patients with nocturnal frontal lobe epilepsy and patients without neurological disorders. Results
showed that both optimization algorithms selected a comparable structure with similar feature level
fusion, consisting of three electroencephalogram channels (Fp2–F4, C4–A1, F4–C4), which is in line
with the CAP protocol to ensure multiple channels’ arousals for CAP detection. Moreover, the
two optimized models reached an area under the receiver operating characteristic curve of 0.82, with
average accuracy ranging from 77% to 79%, a result in the upper range of the specialist agreement
and best state-of-the-art works, despite a challenging dataset. The proposed methodology also has
the advantage of providing a fully automatic analysis without requiring any manual procedure.
Ultimately, the models were revealed to be noise-resistant and resilient to multiple channel loss, being
thus suitable for real-world application.

Keywords: CAP A phase; Genetic algorithm; information fusion; Particle Swarm Optimization; LSTM

1. Introduction

The sleep macrostructure can be divided into Rapid Eye Movement (REM) and Non-
REM (NREM) periods. Moreover, in order to examine the sleep microstructure during
NREM, the electroencephalogram (EEG) Cyclic Alternating Pattern (CAP) concept can
be used. This pattern is composed of an initial phase of brain activation, named the A
phase, followed by a period of return to the background activity, denoted the B phase. Both
phases must have a duration between two and 60 s to be considered valid, and a B phase
must be bounded by two A phases. Two or more successive CAP cycles define a CAP
sequence [1–3].

CAP was shown to be related to the formation, consolidation, and disruption of the
sleep macrostructure, working as a measure of the brain’s effort to maintain sleep [3–5].
It was also acknowledged as an EEG marker of sleep instability. In addition, a temporal
relationship exists between CAP, behavioral activities, and autonomic functions [5]. As
a result, the CAP was found to be linked with the incidence of several sleep disorders,
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including insomnia [6], Nocturnal Frontal Lobe Epilepsy (NFLE) [7], sleep apnea [8],
periodic limb movements [9], and idiopathic generalized epilepsy [10].

Therefore, the employment of CAP analysis by the sleep centers can lead to significant
advances in the diagnosis and characterization of sleep quality. However, the introduction
of CAP analysis as a regular clinical practice faces some obstacles, namely (a) the time
required for manually scoring whole night polysomnography (the gold standard for sleep
analysis [11]) due to the large amount of information produced during whole night EEG
recording, (b) the combination of information from different sensors or channels, (c) the
need for qualified personnel to perform the manual scoring, and (d) the fair inter-scorer
specialist agreement, that varies from 69% to 78% [12]. Therefore, manual scoring is
considerably problematic, as the process is unpractical and prone to misclassifications. In
addition, it was also observed that CAP is a global EEG phenomenon comprising extensive
cortical areas, suggesting that the A phases could be visible on all EEG channels [1].
However, the state-of-the-art works on proposed methodologies for automatic A phase
analysis perform the examination using only one EEG channel (usually with one monopolar
derivation). Although this approach can lead to less complex models, it is also reductive
and restrictive since a large amount of information coming from the other channels is
discarded, disregarding at the same time the fact that the A phase activity can occur over
multiple cortical areas. For these reasons, the development of algorithms for automatic
CAP analysis with information fusion, besides being desirable, is the focus of this work.

Information fusion technologies enable the combination of information from multiple
sources to unify and process data. These technologies can thus transform the information
from different sources into a representation that provides adequate support for automatic
analysis [13]. There are two fundamental methods to process data from multiple sources.
The first, known as centralized fusion, employs a fusion center to receive and process
information from different sources. In the second (known as distributed fusion), differently
from the first method, each source provides a local estimation from its measured data
to the fusion node, which then performs the fusion. The first method can attain optimal
performance. However, the second has higher robustness, a relevant characteristic mainly
when biomedical sensors, such as EEG, are used since these can be easily contaminated
with noise or lose contact [14].

Information fusion was applied successfully in numerous fields [15]; among these,
body sensors’ analysis attained significant developments with revolutionary applications
in healthcare and fitness examination [16]. The fusion of information from multiple sources
reduces noise effects, improves the robustness against interference, and reduces ambiguity
and uncertainty, seeing that using an individual source of information is often insufficient
to provide a reliable examination.

The hierarchy of information fusion can be divided into three main levels. First is
the data level fusion techniques, such as Kalman filter and averaging methods, operating
at the lowest level of abstraction to combine raw data from multiple sources [17]. The
second performs the fusion at the feature level, where feature sets extracted from different
data sources are combined to create a new feature vector. The last one is carried out at
the decision level and deals with the selection (or creation) of a hypothesis from the set of
hypotheses and is usually performed by fuzzy logic, Bayesian inference, classical inference,
or heuristic-based schemes (such as majority voting) [16]. The data level and feature level
fusion are generally done before classification or any hypothesis selection or creation of the
data. Afterward, the decision level fusion is done.

Fusion-based models are a suitable choice when combining multiple information
sources. These models might lead to better performance, particularly when compared to
the use of single information source models. In this view, A phase classification is a proper
problem for fusion-based approaches. Therefore, it was hypothesized in this work that the
fusion of multiple EEG channels could provide more relevant information for the automatic
A phase classification when compared to single-channel models. In other words, the main
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goal of this work is to develop an automatic classifier for the A phase assessment based on
the signals from multiple EEG channels.

The key novelties of this work can be summarized as follows:

- Proposal of a novel method for information fusion based on a deep learning model
responsible for extracting the features, performing the feature level fusion, and per-
forming the classification. The optimization algorithm tuned the structure of the
classifier. Hence, all the fusion and classification procedures were optimized and exe-
cuted automatically by the deep learning model, which learned the relevant patterns
directly from the data.

- Independent evaluation of two optimization algorithms for finding the optimal struc-
ture of a deep learning classifier. Optimizing deep learning models is a well-known
difficulty in machine learning since the simulations are usually slow. Therefore, there
is a need to study suitable algorithms to haste this process.

- Combined examination of subjects free from neurological disorders and subjects with a
sleep-related disorder using information (i.e., the signal) from multiple EEG channels
to assess the CAP A phases. The state-of-the-art standard is only to examine one
channel for the analysis, which is contrary to the specification of the CAP protocol,
where the examination should preferably be carried out over multiple channels [1].

- Development of systems tolerant to noise (until a signal-to-noise ratio of 0 dB) and
able to handle the loss of 66% of the information, i.e., loss of two channels.

It is essential to highlight here that the CAP A phase assessment was used as an
example of applying the proposed fusion of multiple time series. In other words, the
suggested approach was developed to be generic and thus could be applied to further
research and industry applications.

The article has the following organization: the employed materials and methods are
presented in Section 2; the model’s performance is evaluated in Section 3; a discussion of
the obtained results is carried out in Section 4; the paper is concluded in Section 5.

2. Materials and Methods

The developed model estimates the CAP A phases, in a second-by-second assessment,
by examining the preprocessed signals from multiple EEG channels. Those signals were
fused by the deep learning classifier that performed the automatic feature extraction and
classification. Specifically, distributed fusion was employed in this work since it is suitable
when the sources of information come from similar sensors [18]. Each EEG channel was
fed to one Long Short-Term Memory (LSTM), which was used to extract features from each
signal. Afterward, the fusion node concatenated the extracted features to produce the fused
feature vector (feature level fusion [16]) employed to perform the A phase classification.

The deep learning classifiers’ structure and/or hyperparameters are usually selected
through an experimental search (usually a grid search), which performs an exhaustive
evaluation of multiple combinations of parameters. However, this approach requires sig-
nificant time and computational resources, which can be impracticable for deep learning
models [19]. Two heuristic-based algorithms, namely, Genetic Algorithms (GA) and Par-
ticle Swarm Optimization (PSO), were used in this work, alternatively to the grid search
approach, to find the optimal structure, number of channels, and hyperparameters of the
models [20]. These types of methods were selected as they have been proven in state-of-
the-art to be capable of solving optimization-based problems in different domains [21,22],
such as analog filter design [23], task allocation and scheduling [24], route planning [25],
image classification [26], and design and planning of production systems [27]. Therefore,
two models were developed to perform the channel fusion of EEG channels for the CAP A
phase assessment. One was tuned by a GA and the other by the PSO algorithm. It is also
intended to study the optimization algorithms’ characteristics to determine what can lead
to the best performance.

The classifier’s output was post-processed to reduce the misclassification, and the
model’s performance was assessed. The pseudocode of the developed model is presented
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in Algorithm 1. The code developed for this work was made open-source, available in a
GitHub repository (https://github.com/Dntfreitas/EA_Time_Series_Fusion_Optimizer
(accessed on 26 August 2022)).

Algorithm 1 Pseudocode for the experimental procedure.
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2.1. Studied Population

Recordings from the CAP Sleep Database [1,28] were selected to develop the model.
This database is publicly available and has annotations provided by sleep experts regarding
the A phase occurrence and duration. A total of 16 subjects were examined, using the
signals from eight subjects free of Neurological Disorder (FND) and eight subjects with a
sleep-related disorder, identified as Sleep Disorder Patients (SDP), to provide a broader
representation of the general population. NFLE was chosen to be the studied disorder since
the epileptic manifestations are likely to act as a sub-continuous “internal noise” that can
induce a substantial growth of all CAP-related parameters, reflecting the degree of sleep
instability [7]. According to our best knowledge, no state-of-the-art work examined a com-
bination of normal subjects and subjects with NFLE in the task of automatic classification
of CAP A phases.

Therefore, the considered population was composed of eight normal subjects (reference
for normal sleep quality) and eight subjects prone to having poor sleep quality. The
population was composed of 11 females and five males, which was either equal to or higher
than the works available in the state-of-the-art performing the CAP A phase analysis.
A summary of the demographic characteristics of the studied population is presented in
Table 1. The average total sleep time of the studied population was 27,761.25 s, ranging from
22,230.00 to 33,210.00 s, with a standard deviation of 3197.07 s. The number of one-second
epochs related to an A phase was 64,003.

https://github.com/Dntfreitas/EA_Time_Series_Fusion_Optimizer
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Table 1. Demographic characteristics of the studied population.

Measure Population
(Subjects) Mean Standard

Deviation Range (Minimum–Maximum)

Age (years) 8 FND 32.25 5.85 23.00 - 41.00
8 SDP 33.50 15.04 16.00 - 67.00

8 FND + 8 SDP 32.88 11.43 16.00 - 67.00

A-phase time (seconds) 8 FND 3235.63 748.10 2235.00 - 4281.00
8 SDP 4764.75 1069.05 3861.00 - 6901.00

8 FND + 8 SDP 4000.19 1198.25 2235.00 - 6901.00

REM time (seconds) 8 FND 6997.50 1888.91 4530.00 - 11,430.00
8 SDP 5703.75 1816.08 2640.00 - 8430.00

8 FND + 8 SDP 6350.63 1962.53 2640.00 - 11,430.00

NREM time (seconds) 8 FND 20,715.00 2822.07 17,280.00 - 26,040.00
8 SDP 22,106.25 2459.24 18,210.00 - 26,910.00

8 FND + 8 SDP 21,410.63 2736.76 17,280.00 - 26,910.00

Relevant information for the CAP analysis is present in EEG bipolar and monopolar
derivations since the CAP is a global EEG phenomenon comprising broad cortical areas [1].
Mariani et al. [29] reported that CAP analysis usually uses only the signal from one monopo-
lar derivation (either C4–A1 or C3–A2). However, such methodology is prone to have
many false positives (identified A phases) as many activations correspond to changes in
amplitude and/or frequency on the central lead but are regular EEG rhythms on the others.
Therefore, CAP scoring should be performed by scoring multiple channels [29].

In that view, the goal is to use as many derivations as possible while keeping the
model’s complexity feasible to be used in the currently available hardware. It was observed
that the state-of-the-art works examined either the F4–C4 channel or one monopolar deriva-
tion (C4–A1 or C3–A2). Nevertheless, Terzano et al. [1] indicated that all bipolar derivations
could adequately detect the A phases; consequently, the Fp2–F4 was also examined in this
work. Hence, the three examined deviations are Fp2–F4, F4–C4, and C4–A1.

2.2. Classification and Channel Fusion

Most methods proposed in state-of-the-art A phase detection employ classification
with features created by the researchers. Nevertheless, significant domain-specific knowl-
edge is required for the feature creation process, and it is becoming increasingly challenging
to discern a new set of features that can perform better than the methods already reported
in the state-of-the-art. Additionally, there is a need for feature sorting, which does not
guarantee a performance improvement [20,30]. These complications can be surpassed by a
deep learning model, which can automatically learn the relevant patterns from the input
signal. However, a significant gap in the state-of-the-art methods regarding deep learning
applications for CAP analysis was identified.

CAP phases have a strong temporal dependency that can be captured by recurrent
neural networks, e.g., LSTM [31], and the activity can be measured in different EEG chan-
nels. Therefore, a novel approach was followed in this work where the information from
multiple EEG channels was fused by a proposed deep learning channel fusion methodology,
composed of LSTM, concatenation, and fully connected (dense) layers.

Each LSTM layer comprises memory cells that sequentially process the input and
preserve their hidden state through time [32]. Each cell is controlled by three gates. The
input gate (I) defines the flow of activations into the cell, while the output gate (O) controls
the flow of activations to the remaining network. The forget gate (F) is responsible for
adaptively resetting the cell’s state. For the time step t and cell c, these operations are
defined as [33].

F(t)
c = σ

(
∑

j
UF

c,jx
(t)
j + ∑

j
WF

c,jh
(t−1)
j + bF

c

)
(1)
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I(t)c = σ

(
∑

j
U I

c,jx
(t)
j + ∑

j
W I

c,jh
(t−1)
j + bI

c

)
(2)

O(t)
c = σ

(
∑

j
UO

c,jx
(t)
j + ∑

j
WO

c,jh
(t−1)
j + bO

c

)
(3)

where σ is the sigmoid function given by σ (α) = 1/(1 + e−α), x(t) is the input vector, U are
the input weights, W are the recurrence weights, and b are the bias. The network’s output,
h, is given by [33] h(t)c = tanh

(
s(t)c

)
o(t)c , where tanh is the hyperbolic tangent function

calculated as tanh(α) = 2σ(2α)–1, and s(t) is the cell’s internal state, updated by

s(t)c = f (t)c s(t−1)
c + i(t)c tanh

(
∑

j
Uc,jx

(t)
j + ∑

j
Wc,jh

(t−1)
j + bc

)
(4)

An LSTM layer can examine the data sequence in only one direction (conventional
LSTM model) or two directions, denoted as Bidirectional LSTM (BLSTM). Although the
BLSTM models use more parameters when compared to the conventional LSTM models,
these models can likely find more relevant patterns in the fed data.

Each LSTM cell receives a time step of data with duration D, composed of I input
points. The optimization algorithm chose the type of LSTM, the number of channels, n,
number of time steps, T, and the number of LSTM layers (stacked if more than one). Each
cell has multiple hidden units, and the total number of hidden units, H, of the last cell,
defines the output of the LSTM layer (the epoch’s data fed to the last cell corresponds to
the database label for the current evaluated epoch). When two LSTM layers were stacked,
the sequence of vectors of the first layer was returned to the second layer, whose last cells’
outputs defined the output.

The LSTM layers’ output the features h1, h2, . . . , hn that were automatically crafted
from each input channel. These features were then transformed to f = [f 1 [h1(1), h1(2), . . . ,
h1(H)], f 2 [h2(1), h2(2), . . . , h2(H)], . . . , f n [hn(1), hn(2), . . . , hn(H)]] by the concatenation
layer, where f 1, f 2, . . . , f n are either the outputs of the LSTM (h1, h2, . . . , hn), or are the dense
layers’ transformations of the LSTM outputs, according to the decision of the optimization
algorithm. These channels were fused, at the feature level, by the concatenation layer,
which merges all the features into a sequence f , i.e., the input of the fusion node is the set
of features h, and the output is f . If a dense layer was used to transform the LSTM layer’s
outputs; then a second dense layer (with the same configuration as the first dense layer)
was used to transform the concatenation layer’s output.

In the end, the softmax function, given by softmax(α) = eα/∑j eαj , was used by a
fully connected layer to normalize the output. Finally, the binary classification output was
obtained by applying the max operation.

2.3. Optimization Procedure

Two optimization algorithms (i.e., GA and PSO) were studied to find the best classifier
structure for the A phase assessment, evaluating an encoding array. The GA was selected
since it is one of the most commonly used algorithms for complex design optimization
problems, using Darwinian principles of biological evolution [20]. On the other hand, PSO
methodology is based on information sharing, such as what occurs in nature in the flocks of
birds and schools of fish, and this algorithm was selected since it has considerable flexibility
and is capable of finding the globally best solution in complex (possibly multimodal) search
spaces [34].

These stochastic algorithms were used in this work as an alternative to the con-
ventional grid search, which is considered unfeasible, especially when many parame-
ters must be tuned [20]. A brief description of applied GA and PSO is presented in
Sections 2.3.1 and 2.3.2, respectively, where the goal is to find the solution that maximizes
the Performance Metric (PM).
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2.3.1. Genetic Algorithm

GA is a metaheuristic algorithm that has previously shown to be capable of finding an
improved solution over time by replicating the best solutions from generation to generation
and producing offspring from these solutions [35].

For this work, the algorithm was initialized with a random individual generation,
using mutation and crossover operators over a defined number of generations to reach a
solution, which optimized the model to a given metric. A pseudocode of GA is shown in
Appendix A (Algorithm A1).

Coded chromosomes were employed to characterize the population P = [p1, p2, . . . , pz],
where z is the size of each generation, g. Each p was decoded using a decoding table (see
Table A1 in Appendix B), and the selected PM assessed the quality of the solution (fitness
assessment). The algorithm stopped if the maximum number of generations, G, or if the
patience value, Pa, (number of consecutive generations that the algorithm did not produce
an improved solution) reached the maximum patience, Pamax. The initial population of
P was randomly generated and then sorted according to the performance of each chro-
mosome. Afterward, a new cycle started to create the offspring population, Q, with size
z. According to the crossover probability, each new member of the offspring population,
q, was created either by a two-point crossover operation between two different elements
randomly chosen from P or by cloning the most fitted element selected from a tournament
of two. In the two-point crossover operation, each crossover produced one offspring. Each
of the elements of P can be chosen to participate in a tournament of two, implementing the
no-replacement tournament selection [36]. The approach chooses the most fitted element
of each tournament to produce the crossover without allowing the same chromosome to be
the winner of the two tournaments since the tournaments are repeated until two different
elements of P are selected. This two-point crossover approach was adopted because it was
reported to outperform other conventional crossover operations [37]. It is important to note
here that in both cases, all the chromosomes have an equal probability of being picked for a
tournament, i.e.,

2z − 1
z(z − 1)

, if and only if, z ≥ 3 (5)

However, the most fitted elements will have a higher probability of being selected in
each tournament and, consequently, used for crossover or cloning. A mutation operation
(that performs the logical not operation) was applied to all elements of the chromosome
of each q according to the mutation probability, mprob. Therefore, the estimated number of
mutations on a given iteration g is given by

mprob
(g)(z − 2)Nbits (6)

where Nbits is the number of bits used to encode the problem. The implemented methodol-
ogy for the GA follows the convention of starting with high exploration (using a high mprob)
and then progressively changing into exploitation (decreasing mprob every five generations).
It is worth noting that if both mutation and crossover rates are too high, then the GA will
head toward random search, while the opposite leads to a hill-climbing algorithm. Hence,
a gradual change from exploration to exploitation is more suitable [38].

The two best p of each generation were considered elites, ensuring they were moved
to the next generation. Subsequently, the performance of each q was assessed and stored. P
(without the two elites) and Q were combined and sorted according to the performance
scores (i.e., the attained PM by the model defined by the chromosome), from most to least
fitted, and the best z − 2 members were chosen to compose the new P. Afterward, the two
elites were introduced in P, which was then sorted from most to least fitted (according
to the performance scores). Subsequently, a new generation started, and the process was
repeated until either g was equal to G or Pa was equal to Pamax.
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2.3.2. Particle Swarm Optimization

PSO is a population-based stochastic optimization algorithm that uses agents (called
particles), organized in a swarm (S), to search for the optimal solution(s) in a (possibly com-
plex) search space. Each particle p, in its turn, is a candidate solution for the optimization
problem at hand.

The algorithm was initially proposed in 1995 by R. Eberhart and J. Kennedy [39,40].
These authors suggested a collective search strategy where particles consider the best
position found by the other particles (in other words, the social information) and its
individual best position (also known as the cognitive information) to explore the search
space and converge to the optimal solution(s).

In short, PSO can be described in three main steps: (i) initialize the swarm by randomly
positioning the particles in the search space; until a stopping criterion is met: (ii) compute,
for each particle, its new velocity (v) and position (x), and (iii) for each particle, when a better
solution is found, update the cognitive and social position information. A pseudocode of
PSO is shown in Appendix A (Algorithm A2).

It is important to note that the social position information is shared using information
links between particles. These information links allow particles to be fully connected and
thus share information with every particle in the swarm or create neighbors of particles
where the knowledge is restricted to the particles that belong to the same neighborhood.

To optimize the structure and hyperparameters of the deep learning classifier used in
this work, a discrete binary PSO [41] variant was used. The velocity of a particle, at every
iteration i and dimension d, was thus updated as follows

v(i+1)
d = ω(i)v(i)d + c1r(i)1

(
p(i)d − x(i)d

)
+ c2r(i)2

(
l(i)d − x(i)d

)
(7)

where ω is the inertia weight parameter [42], c1 and c2 are the cognitive and social weights,
respectively, and r1 and r2 are two uniformly distributed pseudorandom numbers. Finally,
p is the personal best position found by the particle, and l is the best position found by the
neighboring particles. After computing the velocity of the particles, the position of each
particle is changed according to

x(i+1)
d =

{
1, if rand() < σ

(
v(i+1)

d

)
0, otherwise

(8)

where rand() denotes a pseudorandom number drawn from a uniform distribution on the
interval [0, 1] and σ the sigmoid function.

The particles were organized in a ring topology, where each particle only shares
information with the two immediately adjacent neighborhoods. The rationale behind
the choice of this topology is that in a ring topology, the social information flows slowly,
which simultaneously slows down the convergence speed. This behavior is important in
multimodal complex optimization problems like the one presented in this paper. Having a
low convergence rate improves the algorithm’s exploration capabilities and prevents the
premature convergence of the algorithm, therefore, reducing the susceptibility of PSO to
getting trapped in a local minimum [43,44]. The inertia weight parameter (ω), on the other
hand, was updated following a negative non-linear time-varying approach.

2.4. Performance Metrics and Validation Methodology

The performance in the experimental results was assessed by the Accuracy (Acc),
Sensitivity (Sen), and Specificity (Spe) of the predictions against the ground truth (database
labels) by [45]

Acc =
TP + TN

TP + TN + FP + FN
(9)

Sen =
TP

TP + FP
(10)
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Spe =
TN

TN + FN
(11)

where TP is the number of instances of class “A” classified as class “A”, TN is the number of
instances of class “not-A” classified as class “not-A”, FP is the number of instances of class
“not-A” classified as class “A”, and FN is the number of instances of class “A” classified as
class “not-A”. The diagnostic ability of the algorithm was evaluated by the Area Under
the receiver operating characteristic Curve (AUC) [46], considering that the positive class
was “A”.

The normalized diversity of the population or particles at each generation or iteration
(distance-based measure) was computed as [38,47]

Div(g) =
2

zL(z − 1)

z−1

∑
µ=1

z

∑
θ=µ+1

Ham
(

pµ, pθ

)
(12)

where L is the length of the chromosome or particle, z is the number of chromosomes or
particles, and Ham is the Hamming distance, given by the number of positions where the
bits of the two chromosomes differ.

Since the optimization procedure is considerably time-consuming, Two-Fold Cross-
Validation (TFCV) was used to find the optimized solution with a cold start of the classifier
in each run. TFCV was performed by dividing the subjects into two datasets (ensuring
subject-independent datasets by using the data from each subject exclusively in only one
of the datasets). The AUC of the two TFCV cycles was averaged to find the mean AUC
considered as the PM for the model under examination. The Adam algorithm [48] was
used for training since it was found to be the most suited for the CAP analysis based
on LSTM [31]. Cost-sensitive learning was employed to deal with the substantial data
imbalance (instead of using a balancing operation that can alter the expected distribution of
the data) since, for some subjects, more than 80% of the epochs can refer to the “not-A” class.

When the best structure of the classifier was found, the Leave One Out (LOO) method
was used to assess the model’s performance, with a cold start (the classifier weights were
randomly initialized to not perform retraining) of the classifier in each run. This method was
employed as it can provide less biased results when few samples are available [49]. Hence,
a total of 16 evaluation cycles were executed. The training set employed for each cycle was
composed of data from 15 subjects, and the data from the left-out subject composed the
testing set. Each subject was only chosen once to compose the testing set.

2.5. Implementation

A resampling procedure was applied to attain a uniform database since the sampling
frequency of the records varies between 100 Hz and 512 Hz. All signals were resampled
at the lowest sampling frequency by decimation [50]. A constant reduction factor was
employed for the sampling rate, s, and a standard lowpass filter (Chebyshev type I filter
with order eight, normalized cut-off frequency of 0.8/s, and passband ripple of 0.05 dB) was
used to avoid aliasing and down-sample the signal. Thus, a resampling process chooses
each sth point from the filtered signal to generate the resampled signal. This signal was then
standardized by subtracting the mean and dividing the result by the standard deviation to
reduce the effect of systematic variations in the signal [51].

Several studies recommended removing artifacts related to the cardiac field and eye
movements during sleep as an approach that can marginally improve the classifier’s
performance [52,53]. Nevertheless, the accurate removal of these artifacts requires, at least,
the electrooculogram and electrocardiogram signals, leading to a further complex model.
Therefore, these artifacts were not removed.

Epoch’s duration (D) was selected to be one second, which is in line with the standard
duration for CAP analysis, and it corresponded to the database labels. Since the signals
were resampled at 100 Hz, the input dimension was 100 for each time step.
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For this work, AUC was selected as the PM since it can estimate the diagnostic ability
of the algorithm without being significantly affected by class imbalance. For both studied
optimization algorithms, the used learning rate was 0.001, and the batch size was 1024. The
optimal classification threshold for the test dataset of the LOO examination was identified
by finding the optimal cut-off point of the receiver operating characteristic curve estimated
on the training dataset.

The optimization algorithm assessed four activation functions to introduce nonlineari-
ties in the network: tanh, sigmoid, Rectified Linear Unit (ReLU), and Scaled Exponential
Linear Unit (SELU).

An encoding array, presented in Table A1 (shown in Appendix B), was employed
to perform the optimization search. A total of 15 coded chromosomes or particles, each
composed of 15 bits, were employed to characterize the population (P elements) at each
generation or iteration, g, using the decoding indicated in Table A1.

For GA, the quality of the solution (fitness assessment) for each element of the popula-
tion was assessed by the average AUC (employed optimization metric since it reveals the
diagnostic ability of the model) estimated by TFCV. The values of G and M were chosen
to be 20 and 15, respectively. The crossover probability was 90%. The initial mutation
probability was 20%, and the value was decreased by 30% every five generations until a
minimum of 1% was reached. The GA parameters were selected to be in line with the ones
employed by Largo et al. [54], reported as suitable for CAP analysis using a GA.

To allow a fair comparison with GA, a total of 15 particles were employed with PSO
(with the same encoding array defined in Table 1), besides keeping the fitness assessment
and the stopping criterion as defined previously for GA. Concerning the specific PSO
parameters, c1 was set to 0.6 and c2 to 0.3 to lead to the convergence of PSO, considering
the inertia values [55]. The initial and final values of ω were defined as 0.9 and 0.4,
respectively [56,57]. To have the same rate of change as the mutation operation in the GA,
the value of ω was decreased by 9% every five generations until the minimum value of 0.4
was reached.

An overview of the implemented model is presented in Figure 1, where each time
step is composed of 100 data points. Since binary classification was employed, an epoch
was considered misclassified when the predicted label was bounded by two opposite
classifications, denoting an isolated classification. Therefore, in the post-processing, a
sequence of 010 was corrected to 000 and 101 to 111.
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Figure 1. Overview of the implemented model fusing the signal of three EEG channels, using a dense
layer to transform the LSTM and concatenation layers outputs.

3. Experimental Results

The algorithms were developed in Python 3 using TensorFlow’s libraries to implement
the classifier, running in NVIDIA’s GeForce GTX 1080 Ti graphics processing unit. The first
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step was the search for the best structure of the classifier, performed by the optimization
algorithms using TFCV. For the classifiers whose structure was found to be the best by the
optimization algorithms, a second performance assessment was carried out by LOO (with
a cold start of the classifier in each run).

3.1. Optimization of the Classifier

The optimal parameters found by the optimization algorithms are presented in Table 2.
Figures 2 and 3 present the AUC variation and the diversity of the chromosomes or particles
through the evaluated generations or iterations, respectively. The simulation time was
1,058,067 s (12.25 days) and 859,373 s (9.95 days) for the GA and PSO algorithms, respec-
tively. A total of 300 different networks were simulated by GA, while PSO simulated 255 dif-
ferent networks. It is noteworthy that if a full grid search methodology was employed, the
total number of examined networks would be 28,672, which is computationally infeasible.

Table 2. Optimal configurations found by the optimization algorithms.

Number Parameters Using GA Using PSO

1 Number of channels to be fused 3 (Fp2–F4, F4–C4, and C4–A1) 3 (Fp2–F4, F4–C4, and C4–A1)

2 Number of time steps to be considered
by the LSTM 10 25

3 Number of LSTM layers for each channel 1 1

4 Type of LSTM BLSTM BLSTM

5 Shape of the LSTM layers 100 100

6 Percentage of dropout for the recurrent and
dense layers 15% 5%

7 Size of the dense layers 300 200

8 Activation function for the dense layers Sigmoid ReLu
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Figure 3. Diversity of the chromosomes or particles over the optimization algorithms’ iterations.

It was observed in Table 2 that both optimization algorithms identified a similar
optimal structure, using the three EEG channels, a single BLSTM layer for each channel
with the same shape, and employing the dense layers (one after each BLSTM layer and
one after the concatenation layer). On the other hand, the chosen number of time steps
was 25 for PSO, being relatively higher when compared to GA (that was 10), with a 10%
lower dropout. The selected size and activation function for the dense layer was also
different. The total number of trainable parameters was 934,202 and 723,602 for GA and
PSO, respectively.

PSO found the best solution at the second iteration, early stopping at iteration 16 (see
Figure 2). However, this could mean that PSO converged prematurely, getting trapped into
that local optimum. Nevertheless, it was significantly faster than GA, which reached the
best solution at generation 15. PSO also maintained a higher diversity in the population
(see Figure 3). These results were expected as PSO is prone to converge faster while
GA maintains the cycle of offspring creation that progressively decreases the diversity of
the population.

3.2. Performance Assessment

The results obtained by the LOO method using the optimal configurations found by
GA and PSO are presented in Table 3, with the 16 subjects; with only the eight subjects
FND; with only the eight subjects who have NFLE. Figure 4 depicts the AUC for each
subject (subjects 1 to 8 are FND while subjects 9 to 16 have NFLE).

By examining the results from Table 3, when the 16 subjects were used, it is possible to
conclude that the configuration found by PSO reached an Acc and Spe, which are approxi-
mately 3% and 4% better than the configuration found by GA, respectively. However, the
results are less balanced when compared to the configuration found by GA that attained a
Sen almost 5% higher. Nevertheless, the AUC of both configurations was approximately
the same (82%), indicating that the performance of the two models is equivalent and that
both optimization algorithms identified suitable configurations for this analysis. Another
relevant aspect, highlighted in Figure 4, is the variation of the performance according to
the subjects, demonstrating that the models have an average absolute difference of 1%, and
both can work with subjects FND and subjects with NFLE, advocating the feasibility of the
proposed model for clinical applications.
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Table 3. Performance attained by the LOO method for the best models identified by the
optimization algorithms. Results are presented as “mean ± standard deviation (minimum
value–maximum value)”.

Performance Metric Population (Subjects) Configuration Found by GA Configuration Found by PSO

Acc (%) 8 FND + 8 SDP 76.52 ± 4.75 (68.08–85.30) 79.43 ± 4.91 (69.25–87.29)
8 FND 76.53 ± 4.88 (70.67–87.01) 77.24 ± 6.34 (69.16–86.16)
8 SDP 77.66 ± 4.55 (71.72–85.91) 79.33 ± 4.74 (71.50–85.35)

Sen (%) 8 FND + 8 SDP 72.93 ± 9.77 (52.64–84.99) 68.14 ± 11.26 (49.36–82.46)
8 FND 70.04 ± 9.67 (54.86–80.02) 62.79 ± 12.79 (37.60–80.76)
8 SDP 70.67 ± 12.21 (51.73–85.12) 65.14 ± 14.27 (43.46–85.51)

Spe (%) 8 FND + 8 SDP 77.07 ± 5.96 (66.69–88.12) 81.21 ± 6.71 (68.79–93.35)
8 FND 77.28 ± 6.05 (69.65–89.22) 79.02 ± 8.40 (67.90–91.95)
8 SDP 78.69 ± 6.60 (70.83–90.74) 81.90 ± 7.10 (69.83–93.73)

AUC (%) 8 FND + 8 SDP 82.37 ± 4.75 (72.79–89.81) 82.25 ± 4.53 (74.37–90.69)
8 FND 80.31 ± 4.67 (72.94–87.84) 78.13 ± 3.89 (71.86–83.82)
8 SDP 82.26 ± 4.75 (74.16–89.52) 81.69 ± 4.96 (74.54–91.10)
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Figure 4. AUC estimation using LOO for the models optimized by GA (BLSTM + GA) and PSO
(BLSTM + PSO), depicting the absolute difference between the performance for each examined subject
(model evaluating the 16 subjects).

When comparing the LOO results (in Table 3) of the models using only the eight
subjects FND or only the eight subjects, which have NFLE against the LOO results with
the 16 subjects, it is possible to observe that a superior performance for most performance
metrics was reached when using LOO with the 16 subjects. These results were expected
since the models were optimized to find the best solution when considering a population
with both subjects FND and subjects with NFLE. Therefore, the proposed models have the
key advantage of being capable of working with both a population FND and a population
with sleep disorders (in this case, with NFLE).

3.3. Robustness Evaluation

In order to evaluate the robustness of the proposed fusion method, two different
tests were performed. The first examined the effect of losing the information from one or
two channels, simulating the scenario where some of the electrodes were disconnected (for
example, due to movement during sleep). On the other hand, the second test was designed
to evaluate the impact of noise on the EEG signals in the model. The models were trained
with all channels and without noise. Then, the models were tested by removing channels
or introducing noise.
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The first test results were attained using LOO on the entire population (16 subjects),
covering all possible scenarios, and are presented in Figure 5. For the scenario where no
channels were lost, indicating three (all) working channels, one channel was lost (shown as
two working channels in the figure), and two channels were lost (indicated as one working
channel in the figure). The lost channel is replaced by one of the working channels or
channel; as for two working channels, it can be replaced by either one of them, whereas for
one working channel, all three channels’ inputs are replaced by the remaining channel. By
evaluating the results from Figure 5, it is possible to conclude that losing one channel does
not considerably change the AUC. Losing two channels (worst case scenario) decreased the
AUC median by less than 3% for both models, advocating the robustness of the models.
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Figure 5. Violin plots of the results attained by LOO when all three channels are available (shown
as “All channels”), when one channel failed (shown as “Two channels”), and when two channels
failed (shown as “One channel”), for the models optimized by GA (BLSTM + GA, in the left) and
PSO (BLSTM + PSO, in the right), depicting the three quartiles (model evaluating the 16 subjects).

To evaluate the effect of having noise in the input signals, all EEG channels were
contaminated with Additive White Gaussian Noise (AWGN) with varied Signal to Noise
Ratio (SNR) from −20 to 20 dB (range considered suitable for this type of analysis [58]).
The results are presented in Figure 6, where it is visible that the model whose structure
was selected by GA is less affected by noise than the structure chosen by PSO, conceivably
due to the larger number of time steps used by the structure selected by PSO (15 time
steps more than the structure selected by GA), which means that more noise will affect
the model. Nevertheless, both models maintained a good performance until the SNR was
0 dB, a value considerably lower than the usual SNR of EEG sensors [59]. Therefore, the
proposed solutions are also resistant to the introduction of noise in the input channels.
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4. Discussion

A comparison between the results reported by the previous state-of-the-art works
and the results attained in this work is presented in Table 4. By examining the table, it
is clear that the previous works that have only studied FNB subjects achieved the best
performance, highlighting the difficulties associated with the assessment of subjects with
sleep disorders. Although the use of sleep disorder subjects made the classification process
more challenging, the produced results can be better generalized for clinical applications.

Another relevant factor is the average number of examined subjects, which was 12 in
the state-of-the-art works. In contrast, 18 were examined in this work, emphasizing the
viability of the achieved results. It is also important to highlight here the examination of
multiple channels considering that, apart from Sharma et al. [60], who evaluated two EEG
channels, all state-of-the-art works examined only one EEG channel, which is contrary to
the recommendation to score CAP utilizing multiple channels [29], given that an A phase
can only be scored if it is visible in all EEG channels. The relevance of using multiple
channels is even more emphasized in this work, as both optimization algorithms selected
three EEG channels as the best solution.

Contrary to what was done in the developed models, most state-of-the-art works
have manually removed the wake or rapid eye movement periods [61,62], which can boost
the classifier’s performance. However, it leads to a methodology that is not suitable for
implementing a fully automatic scoring algorithm. Additionally, several state-of-the-art
works have removed the epochs unrelated to the CAP phase events, lessening the model’s
fully automatic applicability [60].

For biomedical applications, it is important to have a balanced performance to provide
a reliable clinical diagnosis. Taking into consideration the significant imbalance that
characterizes CAP analysis (considerably more events related to “not-A” than “A”), it
is not possible to focus the performance assessment only on the Acc since without reporting
the Sen and Spe, it is not possible to assess if the performance is balanced or not. Although
the AUC is a preferable metric, most of the state-of-the-art works did not report it. Therefore,
the mean metric was proposed in this analysis as an alternative to check how balanced the
results are. Considering this metric, it is possible to conclude that the best state-of-the-art
results, which have included sleep disorder patients in the analysis, are in line with the
results attained in this work (76%). However, Mendonça et al. [31,63] examined patients
with sleep-disordered breathing while subjects with NFLE were examined in this work.
Sharma et al. [60] also evaluated subjects with NFLE but attained a lower Acc, highlighting
how difficult it is to examine subjects with this disorder.

It is also important to notice that some state-of-the-art works used a threshold-based
approach instead of a machine learning classifier [64,65], which is likely to be difficult to
generalize to a broader population. The works based on the manual creation of features to
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be fed to a classifier also require significant domain knowledge that hampers the research
work [20]. Moreover, that methodology usually requires a feature selection procedure to
determine the subset of features that are more relevant for the examined problem. On
the other hand, the deep learning approach employed in this work automatically creates
features. Additionally, the proposed approach can be further improved as more data is
available, making the model more suitable for large-scale examinations.

Table 4. Comparative analysis between results reported by the state-of-the-art works and the results
attained in this work with subjects FND and SDP.

Work Population
(Subjects) Examined Channel Acc (%) Sen (%) Spe (%) Mean (%)

[66] 15 FND C4–A1 or C3–A2 70 51 81 67
[61] 8 FND C4–A1 or C3–A2 72 52 76 67
[64] 6 FND C4–A1 or C3–A2 81 76 81 79
[54] 12 FND * - 81 78 85 81
[67] 4 FND C4–A1 or C3–A2 82 76 83 80
[68] 15 FND C4–A1 or C3–A2 83 76 84 81
[65] 10 FND F4–C4 84 - - -
[29] 4 FND F4–C4 84 74 86 81
[62] 8 FND C4–A1 or C3–A2 85 73 87 82
[69] 16 FND C4–A1 or C3–A2 86 67 90 81
[70] 9 FND + 5 SDP C4–A1 or C3–A2 67 55 69 64
[60] 27 SDP C4–A1 and F4–C4 73 - - -
[63] 9 FND + 5 SDP C4–A1 or C3–A2 75 78 74 76
[31] 15 FND + 4 SDP C4–A1 or C3–A2 76 75 77 76

Proposed BLSTM + GA 8 FND +8 SDP Fp2–F4, F4–C4, and C4–A1 77 73 77 76
Proposed BLSTM + PSO 8 FND +8 SDP Fp2–F4, F4–C4, and C4–A1 79 68 81 76

* Evaluated one hour of data from each subject.

5. Conclusions

A novel methodology to fuse time series signals at the feature level is proposed in
this work, and it was evaluated in a challenging real-world scenario of CAP A phase
classification. However, this methodology can be used in other contexts when it is intended
to fuse information from multiple time series for classification or regression.

The proposed model automatically extracts features by identifying patterns in time
from the input time series using a deep learning classifier. However, one of the most
challenging aspects of using deep learning models is optimizing the structure and hyperpa-
rameters. Two optimization algorithms were examined to address these problems as an
efficient alternative to the traditional grid search approach. As a result, it was observed
that the optimal structure for the classifier identified by the two optimization algorithms
was similar. It selected the input with three EEG signals, denoting the importance of using
multiple channels to properly detect the CAP A phases.

It was observed that the obtained performance is in the upper range of the best state-
of-the-art works. However, a significantly more challenging methodology of incorporating
multiple channels, as well as a more diverse population composed of both FND and
NFLE subjects, were used in this work. Contrasting with state-of-the-art, a fully automatic
analysis was used instead of manually isolating the NREM sleep epochs. Ultimately, it was
observed that the models are resilient to noise and channel failure, making them even more
suitable for real-world clinical applications.

It is relevant to notice that the proposed architecture is flexible enough to be altered
to include more layers (for example, a combination of convolution layer followed by an
LSTM layer instead of only the LSTM layer) or to change the current layers (for example,
change the LSTM to a gated recurrent unit).

Three main paths were identified as future work in this research. The first is to validate
the proposed methodology further to include more channels in the analysis. The second
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one is to add different sensors to the fusion model. The last one is implementing a similar
methodology to other research and industry applications.
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Appendix A

Algorithm A1. Pseudocode for the GA variant used in this work.
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Algorithm A2. Pseudocode for the PSO algorithm variant used in this work.
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23:   For each particle k in S (i) do: 
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If PM(xk (i)) > PM(pk (i − 1)) do: 

25:   

 

  

 

    pk (i) ← xk (i) 

26:     Else: 

27:       pk (i) ← pk (i − 1) 

28:   Update l (i), for every particle in S (i) according to the neighboring particles 

29:   

 

If max({PM(pk (i)) | k ∈ S (i)}) > bestfit do: 

30:   

 

  

 

bestfit ← max({PM(pk (i)) | k ∈ S (i)} 

31:     Pa ← 0 

32:   Else: 

33:     Pa ← Pa + 1 
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Appendix B

Table A1. Encoding array examined by the optimization algorithms.

Number Locus Description Specification

1 0–2 Number of channels to be fused

000: Fp2–F4
001: C4–A1
010: F4–C4

011: Fp2–F4 and C4–A1
100: Fp2–F4 and F4–C4
101: F4–C4 and C4–A1

110 or 111: Fp2–F4, F4–C4, and C4–A1

2 3–4 Number of time steps to be considered by the LSTM

00: 10
01: 15
10: 20
11: 25

3 5 Number of LSTM layers for each channel 0: One
1: Two staked

4 6 Type of LSTM 0: LSTM
1: BLSTM

5 7–8 Shape of the LSTM layers

00: 100
01: 200
10: 300
11: 400

6 9–10 Percentage of dropout for the recurrent and dense layers

00: 0
01: 5%

10: 10%
11: 15%

7 11–12 Size of the dense layers

00: 0
01: 200
10: 300
11: 400

8 13–14 Activation function for the dense layers

00: tanh
01: Sigmoid

10: ReLU
11: SELU

References
1. Terzano, M.; Parrino, L.; Sherieri, A.; Chervin, R.; Chokroverty, S.; Guilleminault, C.; Hirshkowitz, M.; Mahowald, M.;

Moldofsky, H.; Rosa, A.; et al. Atlas, Rules, and Recording Techniques for the Scoring of Cyclic Alternating Pattern (CAP)
in Human Sleep. Sleep Med. 2001, 2, 537–553. [CrossRef]

2. Terzano, M.; Parrino, L. Chapter 8 The Cyclic Alternating Pattern (CAP) in Human Sleep. In Handbook of Clinical Neurophysiology;
Elsevier: Amsterdam, The Netherlands, 2005; Volume 6, pp. 79–93.

3. Terzano, M.; Mancia, D.; Salati, M.; Costani, G.; Decembrino, A.; Parrino, L. The Cyclic Alternating Pattern as a Physiologic
Component of Normal NREM Sleep. Sleep 1985, 8, 137–145. [CrossRef] [PubMed]

4. Halász, P.; Terzano, M.; Parrino, L.; Bódizs, R. The Nature of Arousal in Sleep. J. Sleep Res. 2004, 13, 1–23. [CrossRef] [PubMed]
5. Parrino, L.; Milioli, G.; Melpignano, A.; Trippi, I. The Cyclic Alternating Pattern and the Brain-Body-Coupling During Sleep.

Epileptologie 2016, 33, 150–160.
6. Parrino, L.; Ferrillo, F.; Smerieri, A.; Spaggiari, M.; Palomba, V.; Rossi, M.; Terzano, M. Is Insomnia a Neurophysiological Disorder?

The Role of Sleep EEG Microstructure. Brain Res. Bull. 2004, 63, 377–383. [CrossRef] [PubMed]
7. Parrino, L.; Paolis, F.; Milioli, G.; Gioi, G.; Grassi, A.; Riccardi, S.; Colizzi, E.; Terzano, M. Distinctive Polysomnographic Traits in

Nocturnal Frontal Lobe Epilepsy. Epilepsia 2012, 53, 1178–1184. [CrossRef] [PubMed]
8. Terzano, M.; Parrino, L.; Boselli, M.; Spaggiari, M.; Di Giovanni, G. Polysomnographic Analysis of Arousal Responses in

Obstructive Sleep Apnea Syndrome by Means of the Cyclic Alternating Pattern. J. Clin. Neurophysiol. 1996, 13, 145–155. [CrossRef]
[PubMed]

http://doi.org/10.1016/S1389-9457(01)00149-6
http://doi.org/10.1093/sleep/8.2.137
http://www.ncbi.nlm.nih.gov/pubmed/4012156
http://doi.org/10.1111/j.1365-2869.2004.00388.x
http://www.ncbi.nlm.nih.gov/pubmed/14996030
http://doi.org/10.1016/j.brainresbull.2003.12.010
http://www.ncbi.nlm.nih.gov/pubmed/15245764
http://doi.org/10.1111/j.1528-1167.2012.03502.x
http://www.ncbi.nlm.nih.gov/pubmed/22578113
http://doi.org/10.1097/00004691-199603000-00005
http://www.ncbi.nlm.nih.gov/pubmed/8849969


Int. J. Environ. Res. Public Health 2022, 19, 10892 22 of 24

9. Parrino, L.; Boselli, M.; Buccino, P.; Spaggiari, M.; Giovanni, G.; Terzano, M. The Cyclic Alternating Pattern Plays a Gate-Control
on Periodic Limb Movements during Non-Rapid Eye Movement Sleep. J. Clin. Neurophysiol. 1996, 13, 314–323. [CrossRef]
[PubMed]

10. Halász, P.; Terzano, M.; Parrino, L. Décharges de Pointes-Ondes et Microstructure Du Continuum Veille-Sommeil Dans l’épilepsie
Généralisée Idiopathique. Neurophysiol. Clin. 2002, 32, 38–53. [CrossRef]

11. Rundo, J.; Downey III, R. Chapter 25—Polysomnography. In Handbook of Clinical Neurology; Elsevier Science & Technology:
Amsterdam, The Netherlands, 2019; Volume 160, pp. 381–392.

12. Rosa, A.; Alves, G.; Brito, M.; Lopes, M.; Tufik, S. Visual and Automatic Cyclic Alternating Pattern (CAP) Scoring: Inter-Rater
Reliability Study. Arq. Neuro-Psiquiatr. 2006, 64, 578–581. [CrossRef]

13. Khaleghi, B.; Khamis, A.; Karray, F.; Razavi, S. Multisensor Data Fusion: A Review of the State-of-the-Art. Inf. Fusion 2013, 14,
28–44. [CrossRef]

14. Sun, S.; Lin, H.; Ma, J.; Li, X. Multi-Sensor Distributed Fusion Estimation with Applications in Networked Systems: A Review
Paper. Inf. Fusion 2017, 38, 122–134. [CrossRef]

15. Fung, M.; Chen, M.; Chen, Y. Sensor Fusion: A Review of Methods and Applications. In Proceedings of the 2017 29th Chinese
Control And Decision Conference (CCDC), Chongqing, China, 28–30 May 2017.

16. Gravina, R.; Alinia, P.; Ghasemzadeh, H.; Fortino, G. Multi-Sensor Fusion in Body Sensor Networks: State-of-the-Art and Research
Challenges. Inf. Fusion 2017, 35, 68–80. [CrossRef]

17. Mendonça, F.; Mostafa, S.; Morgado-Dias, F.; Ravelo-García, A. Cyclic Alternating Pattern Estimation Based on a Probabilistic
Model over an EEG Signal. Biomed. Signal Process. Control 2020, 62, 102063. [CrossRef]

18. Ravan, M.; Begnaud, J. Investigating the Effect of Short Term Responsive VNS Therapy on Sleep Quality Using Automatic Sleep
Staging. IEEE Trans. Biomed. Eng. 2019, 66, 3301–3309. [CrossRef]

19. Albelwi, S.; Mahmood, A. A Framework for Designing the Architectures of Deep Convolutional Neural Networks. Entropy 2017,
9, 242. [CrossRef]

20. Mostafa, S.; Mendonça, F.; Ravelo-Garcia, A.; Juliá-Serdá, G.; Morgado-Dias, F. Multi-Objective Hyperparameter Optimization of
Convolutional Neural Network for Obstructive Sleep Apnea Detection. IEEE Access 2020, 8, 129586–129599. [CrossRef]

21. Chiong, R.; Weise, T.; Michalewicz, Z. Variants of Evolutionary Algorithms for Real-World Applications, 1st ed.; Springer:
Berlin/Heidelberg, Germany, 2012.

22. Freitas, D.; Lopes, L.G.; Morgado-Dias, F. Particle Swarm Optimisation: A Historical Review Up to the Current Developments.
Entropy 2020, 22, 362. [CrossRef]

23. Mostafa, S.; Horta, N.; Ravelo-García, A.; Morgado-Dias, F. Analog Active Filter Design Using a Multi Objective Genetic
Algorithm. AEU—Int. J. Electron. Commun. 2018, 93, 83–94. [CrossRef]

24. Tian, G.; Ren, Y.; Zhou, M. Dual-Objective Scheduling of Rescue Vehicles to Distinguish Forest Fires via Differential Evolution
and Particle Swarm Optimization Combined Algorithm. IEEE Trans. Int. Transp. Syst. 2016, 17, 3009–3021. [CrossRef]

25. Fu, Y.; Ding, M.; Zhou, C.; Hu, H. Route Planning for Unmanned Aerial Vehicle (UAV) on the Sea Using Hybrid Differential
Evolution and Quantum-Behaved Particle Swarm Optimization. IEEE Trans. Syst. Man Cybern. 2013, 43, 1451–1465. [CrossRef]

26. Senthilnath, J.; Kulkarni, S.; Benediktsson, J.A.; Yang, X. A Novel Approach for Multispectral Satellite Image Classification Based
on the Bat Algorithm. IEEE Geosci. Remote Sens. Lett. 2016, 13, 599–603. [CrossRef]
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38. Črepinšek, M.; Liu, S.; Mernik, M. Exploration and Exploitation in Evolutionary Algorithms: A Survey. ACM Comput. Surv. 2013,
45, 1–33. [CrossRef]

39. Eberhart, R.; Kennedy, J. A New Optimizer Using Particle Swarm Theory. In Proceedings of the 6th International Symposium on
Micro Machine and Human Science, Nagoya, Japan, 4–6 October 1995; pp. 39–43.

40. Kennedy, J.; Eberhart, R. Particle Swarm Optimization. In Proceedings of the International Conference on Neural Networks,
Perth, Australia, 27 November–1 December 1995; Volume 4, pp. 1942–1948.

41. Kennedy, J.; Eberhart, R.C. A Discrete Binary Version of the Particle Swarm Algorithm. In Proceedings of the IEEE International
Conference on Systems, Man and Cybernetics, Orlando, FL, USA, 12–15 October 1997; pp. 4104–4108.

42. Shi, Y.; Eberhart, R.C. A Modified Particle Swarm Optimizer. In Proceedings of the IEEE World Congress on Computational
Intelligence, Anchorage, AK, USA, 4–9 May 1998; pp. 69–73.

43. Kennedy, J.; Mendes, R. Population Structure and Particle Swarm Performance. In Proceedings of the IEEE Congress on
Evolutionary Computation, Honolulu, HI, USA, 12–17 May 2002; pp. 1671–1676.

44. Bratton, D.; Kennedy, J. Defining a Standard for Particle Swarm Optimization. In Proceedings of the IEEE Swarm Intelligence
Symposium, Honolulu, HI, USA, 1–5 April 2007; pp. 120–127.

45. Sackett, D.; Haynes, R.; Guyatt, G.; Tugwell, P. Clinical Epidemiology: A Basic Science for Clinical Medicine, 2nd ed.; Lippincott
Williams and Wilkins: Philadelphia, PA, USA, 1991.

46. Fawcett, T. An Introduction to ROC Analysis. Pattern Recognit. Lett. 2006, 27, 861–874. [CrossRef]
47. Shamir, N.; Saad, D.; Marom, E. Preserving the Diversity of a Genetically E Volving Population of Nets U Sing the Functional

Behavior of Neurons. Complex Syst. 1993, 7, 327–346.
48. Kingma, D.; Ba, J. Adam: A Method for Stochastic Optimization. arXiv 2015, arXiv:1412.6980.
49. Kohavi, R. A Study of Cross-Validation and Bootstrap for Accuracy Estimation and Model Selection. In Proceedings of the

International Joint Conference on Articial Intelligence (IJCA), Stanford, QC, Canada, 20–25 August 1995.
50. Digital Signal Processing Committee, I. Programs for Digital Signal Processing; IEEE Press: New York, NY, USA, 1979.
51. Muralidharan, K. A Note on Transformation, Standardization and Normalization. IUP J. Oper. Manag. 2010, 9, 116–122.
52. Hartmann, S.; Baumert, M. Automatic A-Phase Detection of Cyclic Alternating Patterns in Sleep Using Dynamic Temporal

Information. IEEE Trans. Neural Syst. Rehabil. Eng. 2019, 27, 1695–1703. [CrossRef]
53. Urigüen, J.; Zapirain, B. EEG Artifact Removal—State-of-the-Art and Guidelines. J. Neural Eng. 2015, 12, 031001. [CrossRef]
54. Largo, R.; Munteanu, C.; Rosa, A. CAP Event Detection by Wavelets and GA Tuning. In Proceedings of the 2005 IEEE International

Workshop on Intelligent Signal Processing, Faro, Portugal, 1–3 September 2005.
55. Harrison, K.R.; Engelbrecht, A.P.; Ombuki-Berman, B.M. Optimal Parameter Regions and the Time-Dependence of Control

Parameter Values for the Particle Swarm Optimization Algorithm. Swarm Evol. Comput. 2018, 41, 20–35. [CrossRef]
56. Eberhart, R.C.; Shi, Y. Comparing Inertia Weights and Constriction Factors in Particle Swarm Optimization. In Proceedings of the

IEEE Congress on Evolutionary Computation, La Jolla, CA, USA, 16–19 July 2000; pp. 84–88.
57. Xin, J.; Chen, G.; Hai, Y. A Particle Swarm Optimizer with Multi-Stage Linearly-Decreasing Inertia Weight. In Proceedings of the

2nd International Joint Conference on Computational Sciences and Optimization, Sanya, China, 24–26 April 2009; pp. 505–508.
58. Kwon, M.; Han, S.; Kim, K.; Jun, S. Super-Resolution for Improving EEG Spatial Resolution Using Deep Convolutional Neural

Network—Feasibility Study. Sensors 2019, 19, 5317. [CrossRef] [PubMed]
59. O’Sullivan, M.; Temko, A.; Bocchino, A.; O’Mahony, C.; Boylan, G.; Popovici, E. Analysis of a Low-Cost EEG Monitoring System

and Dry Electrodes toward Clinical Use in the Neonatal ICU. Sensors 2019, 19, 2637. [CrossRef]
60. Sharma, M.; Patel, V.; Tiwari, J.; Acharya, U. Automated Characterization of Cyclic Alternating Pattern Using Wavelet-Based

Features and Ensemble Learning Techniques with EEG Signals. Diagnostics 2021, 11, 1380. [CrossRef]
61. Mariani, S.; Manfredini, E.; Rosso, V.; Mendez, M.; Bianchi, A.; Matteucci, M.; Terzano, M.; Cerutti, S.; Parrino, L. Characterization

of A Phases during the Cyclic Alternating Pattern of Sleep. Clin. Neurophysiol. 2011, 122, 2016–2024. [CrossRef] [PubMed]
62. Mariani, S.; Manfredini, E.; Rosso, V.; Grassi, A.; Mendez, M.; Alba, A.; Matteucci, M.; Parrino, L.; Terzano, M.; Cerutti, S.; et al.

Efficient Automatic Classifiers for the Detection of A Phases of the Cyclic Alternating Pattern in Sleep. Med. Biol. Eng. Comput.
2012, 50, 359–372. [CrossRef] [PubMed]

63. Mendonça, F.; Fred, A.; Mostafa, S.; Morgado-Dias, F.; Ravelo-García, A. Automatic Detection of a Phases for CAP Classification.
In Proceedings of the 7th International Conference on Pattern Recognition Applications and Methods (ICPRAM), Funchal,
Portugal, 16–18 January 2018.

64. Niknazar, H.; Seifpour, S.; Mikaili, M.; Nasrabadi, A.; Banaraki, A. A Novel Method to Detect the A Phases of Cyclic Alternating
Pattern (CAP) Using Similarity Index. In Proceedings of the 2015 23rd Iranian Conference on Electrical Engineering, Tehran, Iran,
10–14 May 2015.

65. Barcaro, U.; Bonanni, E.; Maestri, M.; Murri, L.; Parrino, L.; Terzano, M. A General Automatic Method for the Analysis of NREM
Sleep Microstructure. Sleep Med. 2004, 5, 567–576. [CrossRef]

66. Mendonça, F.; Mostafa, S.; Morgado-Dias, F.; Ravelo-Garcia, A. Cyclic Alternating Pattern Estimation from One EEG Monopolar
Derivation Using a Long Short-Term Memory. In Proceedings of the 2019 International Conference in Engineering Applications
(ICEA), Sao Miguel, Portugal, 8–11 July 2019.

http://doi.org/10.4314/jasem.v20i3.13
http://doi.org/10.1145/2480741.2480752
http://doi.org/10.1016/j.patrec.2005.10.010
http://doi.org/10.1109/TNSRE.2019.2934828
http://doi.org/10.1088/1741-2560/12/3/031001
http://doi.org/10.1016/j.swevo.2018.01.006
http://doi.org/10.3390/s19235317
http://www.ncbi.nlm.nih.gov/pubmed/31816868
http://doi.org/10.3390/s19112637
http://doi.org/10.3390/diagnostics11081380
http://doi.org/10.1016/j.clinph.2011.02.031
http://www.ncbi.nlm.nih.gov/pubmed/21439902
http://doi.org/10.1007/s11517-012-0881-0
http://www.ncbi.nlm.nih.gov/pubmed/22430617
http://doi.org/10.1016/j.sleep.2004.07.012


Int. J. Environ. Res. Public Health 2022, 19, 10892 24 of 24

67. Mariani, S.; Bianchi, A.; Manfredini, E.; Rosso, V.; Mendez, M.; Parrino, L.; Matteucci, M.; Grassi, A.; Cerutti, S.; Terzano, M.
Automatic Detection of A Phases of the Cyclic Alternating Pattern during Sleep. In Proceedings of the 2010 Annual International
Conference of the IEEE Engineering in Medicine and Biology, Buenos Aires, Argentina, 31 August–4 September 2010.

68. Hartmann, S.; Baumert, M. Improved A-Phase Detection of Cyclic Alternating Pattern Using Deep Learning. In Proceedings of
the 2019 41st Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Berlin, Germany,
23–27 July 2019.

69. Mariani, S.; Grassi, A.; Mendez, M.; Milioli, G.; Parrino, L.; Terzano, M.; Bianchi, A. EEG Segmentation for Improving Automatic
CAP Detection. Clin. Neurophysiol. 2013, 124, 1815–1823. [CrossRef] [PubMed]

70. Mostafa, S.; Mendonça, F.; Ravelo-García, A.; Morgado-Dias, F. Combination of Deep and Shallow Networks for Cyclic Alternating
Patterns Detection. In Proceedings of the 2018 13th APCA International Conference on Automatic Control and Soft Computing
(CONTROLO), Ponta Delgada, Portugal, 4–6 June 2018.

http://doi.org/10.1016/j.clinph.2013.04.005
http://www.ncbi.nlm.nih.gov/pubmed/23643311

	Introduction 
	Materials and Methods 
	Studied Population 
	Classification and Channel Fusion 
	Optimization Procedure 
	Genetic Algorithm 
	Particle Swarm Optimization 

	Performance Metrics and Validation Methodology 
	Implementation 

	Experimental Results 
	Optimization of the Classifier 
	Performance Assessment 
	Robustness Evaluation 

	Discussion 
	Conclusions 
	Appendix A
	Appendix B
	References

