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Abstract—The increasing prevalence of chronic non-
communicable diseases makes it a priority to develop 
tools for enhancing their management. On this matter, 
Artificial Intelligence algorithms have proven to be 
successful in early diagnosis, prediction and analysis in 
the medical field. Nonetheless, two main issues arise 
when dealing with medical data: lack of high-fidelity 
datasets and maintenance of patient’s privacy. To face 
these problems, different techniques of synthetic data 
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generation have emerged as a possible solution. In this 
work, a framework based on synthetic data generation 
algorithms was developed. Eight medical datasets 
containing tabular data were used to test this framework. 
Three different statistical metrics were used to analyze the 
preservation of synthetic data integrity and six different 
synthetic data generation sizes were tested. Besides, the 
generated synthetic datasets were used to train four 
different supervised Machine Learning classifiers alone, 
and also combined with the real data. F1-score was used 
to evaluate classification performance. The main goal of 
this work is to assess the feasibility of the use of synthetic 
data generation in medical data in two ways: preservation 
of data integrity and maintenance of classification 
performance.  

 
Index Terms — Synthetic Data, Artificial Intelligence, 

Machine Learning, Generative Adversarial Networks, 
Classification, Data Augmentation, Imbalance  

I. INTRODUCTION 

RTIFICIAL Intelligence (AI) is arising as a potential 

truly helpful tool in clinical practice. Risk factor 

analysis, disease or disorder prediction, risk estimation 

or image segmentation are just a few examples of how AI 

could help physicians in their work [1],[2]. Besides, there are 

some diseases that specially need tools to enhance their 

management due to their continuously increase in prevalence 

all over the world [3]. 

Even though AI techniques are potentially beneficial in 

healthcare, they need to be fed with large amounts of data. 

When using small databases, these algorithms are not able to 

generalize to the overall population, and they overfit the data 

they are trained on [4]. In addition, there are two main issues 

that arise when dealing with medical data: (i) lack of available 

high-fidelity datasets and (ii) maintenance of patient‘s data 

privacy [5]. The former is due to the high cost of acquiring 

medical data and ethical bureaucracy associated to it, apart 

from the fact that some institutions might be suspicious to 

share their data. The latter refers to the potential, inappropriate 

re-identification of patients, even when using anonymized 

data, as patient‘s privacy must be kept [6]. 

To face these problems, different synthetic data generation 

techniques have emerged. Synthetic data generation can be 

defined as the technique of creating ―fake‖ samples from a 

Synthetic Patient Data Generation and 
Evaluation in Disease Prediction Using 

Small and Imbalanced Datasets 

Antonio J. Rodriguez-Almeida, Himar Fabelo, Samuel Ortega, Alejandro Deniz, Francisco 
J. Balea-Fernandez, Eduardo Quevedo, Member, IEEE, Cristina Soguero-Ruiz, Ana M. 

Wägner and Gustavo M. Callico, Senior Member, IEEE 

A 

This article has been accepted for publication in IEEE Journal of Biomedical and Health Informatics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JBHI.2022.3196697

© 2022 Crown Copyright. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
Authorized licensed use limited to: UNIV DE LAS PALMAS. Downloaded on August 23,2022 at 10:01:03 UTC from IEEE Xplore.  Restrictions apply. 



Rodriguez-Almeida et al.: Synthetic Patient Data Generation and Evaluation in Disease Prediction Using Small and Imbalanced Datasets             2 

real dataset that faithfully represent the data taken as reference 

[7]. Techniques such as rotation, blurring or re-sizing have 

been traditionally used as part of data augmentation methods 

in the image processing field [8]. However, these techniques 

are not useful when working with tabular data that contain 

numerical or categorical values (e.g., Electronic Health 

Records) containing sociodemographic, clinical and/or 

analytical variables).  

There is some recent work evaluating different synthetic 

data generation techniques for dealing with medical data. 

Generative Adversarial Networks (GANs) are Deep Learning 

(DL) algorithms based on a discriminative model that learns to 

determine if a sample belongs to the real data distribution or to 

the generated distribution generated by the generative model. 

The generative model creates data that are evaluated by the 

discriminative model, so both improve their methods until 

generated data and real data are indistinguishable [9]. Several 

types of GANs have been designed based on their scope, such 

as MedGAN, dedicated to imaging translation [10], or 

EBGAN, that use a discriminator model that can be seen as an 

energy model [11], among others. Besides, GANs have 

improved classification results in liver lesion classification 

using images [12], classification tasks in diabetes mellitus 

using tabular data [13], or cancer classification based on gene 

expression data [14]. Bayesian Networks (BNs) have also 

been recently used in synthetic data generation. BNs are 

representations of probability distribution structures used to 

explicitly represent a group of variables and their conditional 

dependencies [15]. This technique has demonstrated its 

capability to reliably generate synthetic data. In different 

studies, minimal discrepancies were observed respect to the 

real data [16], keeping the classification performance similar 

[17]. Statistical approaches, like copulas, have also been 

evaluated in synthetic data generation. They can be understood 

as a mathematical function that allows describing the joint 

distribution of multiple random variables by analyzing the 

dependencies between their marginal distributions [18]. 

COPULA-SHIRLEY framework reported its robustness in 

privacy maintenance for synthetic data generation [19]. 

Besides, copulas have also been employed for Electronic 

Health Records synthetic generation with promising results in 

data fidelity and classification results [20]. Moreover, 

sequential trees have been also used in synthetic data 

generation with short datasets and taking into account the 

variables that are potentially susceptible to leak sensitive 

information [21]. Different works based on this technique 

have reported success replicating oncology [22] and COVID-

19 [23] data, based on different classification and statistical 

metrics.  

Therefore, the use of synthetic data generation techniques 

could enhance the development and evaluation of AI-based 

algorithms in medical research. Considering the scarcity of 

publicly available well-annotated medical data, synthetic data 

can help this process in several ways:  

a) Developing AI models using synthetic data could avoid 

delays regarding data protection procedures when 

dealing with medical data, and also facilitate their 

public availability [24]. 

b) Augmenting small datasets with trustworthy medical 

data could help to develop more robust AI models [25]. 

c) Balancing datasets by generating synthetic samples of 

the minority class of a given dataset would avoid the 

development of severely biased models [26], (e.g., 

training a model to predict the existence of a disease 

when only few of the subjects of the subjects contained 

in such dataset suffer from it). 

d) The use of synthetic data could avoid patient‘s re-

identification, because models have been trained with 

fictional patients but keeping real clinical sense [20]. 

e) Using synthetic data could increase the AI models 

adaptability by increasing dataset diversity, although 

generated samples would be similar to the real ones [6]. 

f) Synthetic data have proven to be useful in AI models 

pre-training phase prior real data are used [27]. 

Furthermore, the combination of synthetic and real data 

in the training phase usually enhances the performance 

of the models [28]. 

However, physicians must feel confident about using 

synthetic data to develop AI models that will assist diagnosis 

or analysis of a given disease. Therefore, synthetic data 

generation techniques must be evaluated using reliable 

statistical metrics and data visualization to ensure that the 

synthetic patients preserve both statistical and medical 

meaning of real patients. Synthetic data should resemble the 

real data statistically and structurally (i.e., data analytic 

techniques applied on the synthetic data should achieve 

similar results respect to the use of the real data) [29]. 

Hence, the main goal of this work is to analyze the 

feasibility of different synthetic data generation algorithms in 

the medical field to generate trustworthy patient data, 

providing an in-depth analysis of the changes in the 

underlying structure of the data and the relations that this 

might have in a classification task. Particularly, this work is 

focused on testing synthetic data generation techniques 

targeting chronic diseases such as Diabetes Mellitus (DM) 

[30] and Alzheimer‘s disease [31], among others. These 

chronic diseases have become a major public health concern 

due to their increased prevalence, being necessary to develop 

tools for its prediction and early diagnosis [32]. 

II. MATERIAL AND METHODS 

A. Medical Tabular Databases 

In this work, the following eight databases were employed 

to evaluate the proposed synthetic data generation framework. 

Database were selected if they fulfilled the following 

conditions: a) they should contain only tabular data; b) they 

were collected approaching a binary classification problem 

(i.e., existence or nor existence of a given disease); and c) 

ideally, they contained information of a chronic disease.  

Table I summarizes the most relevant information of the 

selected databases: studied disease, original dimensions, 

existence of missing data, database balance or imbalance, and 

the amount of numerical, categorical and binary features 

contained on each database.  
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Num.: Numerical; Cat.: Number of Categories; Bin.: Number of Binary Features.  
* This database was generated including more subjects in the MNCD, but less number of features. 
** Databases publicly available in the portal kaggle.com 

B. Synthetic Data Generation Techniques  

In this work, two different synthetic data generation 

techniques were used. Firstly, algorithms designed to balance 

imbalanced datasets were applied. Once the proportion of 

controls and cases was well-adjusted, algorithms to augment 

data from the whole dataset were used. We expected that data 

balance would avoid introducing bias in the model due to the 

existence of a majority class, while data augmentation would 

improve the generalization of the model. In addition, training 

models with synthetic data would contribute to better maintain 

real patient‘s privacy.  
1) Data Balancing Methods  

To balance the datasets, two widely used methods were 

applied: SMOTE (Synthetic Minority Over-sampling 

TEchnique) [40] and ADASYN (ADAptive SYNthetic 

Sampling) [41].  

The basis of the SMOTE algorithm is to oversample the 

minority class introducing random samples along the line 

segments joining any (or all) k minority sample neighbors. 

Apart from the original SMOTE implementations, four 

additional variants of the original algorithm were tested. The 

K-Means SMOTE applies a K-Means clustering before 

oversampling with SMOTE [42]. The SVM SMOTE detects 

samples to use as a reference through a SVM (Support Vector 

Machine) classifier prior to oversampling [43]. The Borderline 

SMOTE algorithm detects the borderline samples of each 

class and only the minority examples near the borderline are 

oversampled [44]. The SMOTE for Nominal and Continuous 

(Nominal-SMOTE) is a variant of SMOTE designed to work 

also with categorical data [40].  

The ADASYN algorithm can be considered as an 

improvement of the SMOTE algorithm. Whereas the SMOTE 

algorithm generates arbitrary minority examples, this method 

uses weighted distributions for different minority class 

examples. The harder minority examples are to learn, the more 

likely they are to be generated [41].  
2) Data Augmentation Methods  

After data balance was performed, data augmentation was 

carried out. Aiming this, two different algorithms were 

employed: Gaussian Copulas [18] and Conditional Tabular 

Generative Adversarial Networks (CTGANs) [45]. The choice 

of these two methods was motivated by the fact that Gaussian 

Copula is an statistical approach and CTGAN a Deep 

Learning approach. Thus, a comparison between both 

approaches could provide a detailed insight of how different 

(or similar) those models behave after being trained with the 

same datasets which include synthetic data. 

The Gaussian Copula is a copula constructed from a 

multivariate normal distribution, capable to reproduce a large 

variety of multivariate distributions.  

CTGANs are GANs specifically designed to model tabular 

data, prepared to overcome the non-Gaussian and multimodal 

distributions and imbalanced datasets [45] Since these 

datasets, and in general Electronic Health Records, contain 

tabular data, the novelty of this algorithm, and the possibilities 

that it offers to generate samples under certain given 

conditions, CTGANs have also been employed in this work. 

C. Machine Learning (ML) Techniques 

For the classification task, four different ML supervised 

classifiers were used to test if the inclusion of synthetic data in 

the training process worsened, improved or kept constant their 

performances. The selected classifiers were SVM [46], 

Random Forest (RF) [47], K-Nearest Neighbors (KNN) [48] 

and XGBoost (XGB), which is a gradient boosting algorithm 

[49].  

D. Synthetic Data Generation Evaluation Metrics 

To determine if the different synthetic data generation 

techniques faithfully preserve (or not) the original underlying 

structure of the different datasets, three metrics were used 

based on their use in the literature of synthetic data generation 

and evaluation in medical data [15],[50]. When studying 

synthetic data generation metrics with different datasets, the 

obtained results must be carefully analyzed. Notice that all 

metrics are size-dependent. Hence, the larger the real dataset, 

the higher the value of each metric would be expected to be. 

Subsequently, values of the metrics were only evaluated 

within the same dataset, not compared with others. 

Conversely, the relations and changes between these metrics, 

classification performance and synthetic data size were 

compared within different datasets.   
1) Pairwise Correlation Difference (PCD)  

PCD measures if the synthetic data linear correlations 

correspond with the linear correlations in the real data. A 

value equal to zero means that all linear correlations have been 

replicated. The higher the value, the worse the linear 

correlation preservation. This parameter is measured in terms 

of Frobenius norm ( ) of Pearson correlation (    ) matrices 

[50] following (1), where    and    are the real and synthetic 

data matrices, respectively, and ||·||F is the Frobenius norm.  

   (     )        (  )      (  )    (1) 

TABLE I 

SUMMARY OF THE EIGHT MEDICAL DATABASES USED IN THIS WORK  

Disease Abbreviation Subjects × features Missing data Controls/Cases (%) Num./Cat./Bin. Features 

Alzheimer [33] MNCD 85 × 37 Yes 46/54 20/15/2 

Alzheimer* MNCD-RED 299 × 8 Yes 50/50 1/1/6 

Diabetes Bangladesh** [34] BANG 306 × 21 Yes 50/50 4/6/11 
Early Diabetes [35]** EarlyDM 520 × 16 No 38/62 1/1/14 

Heart Disease [36]** HeartDis 303 × 13 No 46/54 5/3/5 

Kidney Chronic Disease 

[37]** 
Kidney 400 × 24 Yes 37/63 10/6/8 

Diabetes PIMA** [38] PIMA 768 × 8 Yes 65/35 8/0/0 

South Africa Cardio [39]** SACardio 462 × 9 No 65/35 8/0/1 
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2) Maximum Mean Discrepancy (MMD)  

MMD is a kernel based statistical test used to determine 

whether two distributions are the same. Lower MMD values 

indicate higher similarity distribution. It has been proven to be 

effective evaluating GANs [51]. This parameter is computed 

at the dataset level following (2), where  ( ) is a linear kernel.  

   (     )    (        )    (        )    (        ) (2) 

3) Kullback-Leibler Divergence (KLD) 

KLD measures how different a probability distribution of a 

discrete variable   is from the reference one. This parameter is 

computed at feature level, not at dataset level. Hence, the KLD 

values of each feature are summed to obtain a single value, not 

measuring dependencies among variables [50]. KLD is 

computed following (3), where    and    are the probability 

distributions of the real and synthetic data, respectively, and i 

represents the elements of the probability distributions. Notice 

that zero cannot be included in the values obtained by  
  ( )

  ( )
. 

For this reason, in those cases, zero values are substituted by 

    . This operation does not alter the meaning of the 

measure.  

   (     )  ∑  

   

   

( )   
  ( )

  ( )
 (3) 

E. Classification Evaluation Metrics 

Accuracy, Area Under the Curve and F1-Score metrics 

were used in this work to measure the classification 

performance [52]. However, since one of the main objectives 

of this work is to deal with imbalanced data, and some of the 

datasets were tested with an imbalanced data subset, F1-Score 

was selected as the reference metric, which is the harmonic 

mean of precision and sensitivity [53]. It is computed 

following (4), where TP are the true positives, FP are the false 

positives and TN refers to true negatives.  

          
  

    
 
 

(     )
 (4) 

F.   Proposed Processing Framework  

Fig. 1 shows the data processing framework proposed in 

this work for the evaluation, using ML algorithms, of the 

tabular data balance and augmentation methods. This 

framework was developed in Python programming language, 

using sklearn [54],  imblearn [55] and sdv [56] 

libraries for the ML and synthetic data generation 

implementations. The datasets described on Section II.A were 

employed to evaluate this framework. Next, each step of the 

processing framework is explained in detail.  

 

 
Fig. 1. Proposed processing framework for the evaluation of different 

tabular data balance and augmentation methods using ML algorithms. 

1) Data pre-processing and partition 

Raw data were analyzed and pre-processed, when 

necessary (e.g., zero values in the ―Insulin‖ variable of the 

PIMA database were considered as missing data in this work). 

Then, the dataset was partitioned into training (80%) and test 

(20%) sets.  
2) Data imputation 

Missing data of both subsets were imputed using a KNN 

imputation method [57]. Considering one instance of the 

dataset having one missing value in a certain variable, this 

method will find K instances similar to that one, and will 

compute the weighted average in such variable to fill the 

missing one. Each instance of the test set was imputed 

independently using the training set [33]. From here, the 

processing framework was only applied on the training set, 

while the test set was used on the models‘ validation step. 
3) Data balance 

Data balancing methods were applied to avoid problems 

related to training the ML model using an imbalanced dataset. 

Since the generation of samples presents a certain level of 

randomness, this step was performed 100 times, computing 

the mean and standard deviation (std) of the abovementioned 

metrics. Based on this, the two methods that showed the best 

results (see Section III.A for a detailed analysis of these 

results) in terms of statistical data similarity were employed in 

the data augmentation algorithms. 
4) Data augmentation  

In this step, five different sizes of synthetic data generation 

were tested: (i) quarter (+25%), (ii) half (+50%), (iii) the same 

size (+100%), (iv) double (+200%) and (v) quadruple 

(+400%) of the original size of the dataset. Fig. 2 illustrates 

the proportion of real and synthetic data used to train the ML 

models. 

These experiments will provide an insight of how data 

structure preservation and classification performance vary 

depending on the amount of synthetic data samples generated 

from a certain dataset. Data augmentation step was repeated 

10 times for each synthetic data proportion, computing the 

mean and std of performance metrics. Thus, as in the 

balancing step, variability through different iterations was 

analyzed. Notice that data augmentation is more 

computationally demanding than data balance, since a larger 

number of samples is generated. Hence, instead of 100 (as in 

the balancing step), only 10 were executed in this step.   
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Fig. 2. Scheme of the proportion of real and synthetic training sets 

using to train ML with different data sizes. (a) +25%; (b) +50%; (c) 

+100%; (d) +200%; (e) +400% (f) only synthetic data. 

Data were augmented following two different approaches: 

a) using the entire balanced dataset, and b) using the balanced 

cases and controls separately. Once augmented, synthetic data 

were again evaluated to check which methods better preserve 

the underlying structure of the balanced dataset. Since 

categorical data do not have numerical meaning and similarity 

metrics do, this evaluation was performed after coding those 

variables using one-hot-encoding [58].  Notice that the 

reference dataset in this evaluation varies depending on the 

balance method previously used.  
5) Data standardization 

After computing data augmentation metrics, numerical 

variables were standardized as described in (5) by centering 

and scaling the samples with the mean and std of each feature, 

where    is the normalized matrix,   is the original matrix,   

is the mean of the original matrix and   is the std of the 

original matrix. Each instance of the test set was standardized 

independently using the   and   obtained from the training 

set. 

    
    

 
 

 
(5) 

6) ML model training and optimization 

This final step consists of training the ML models with the 

generated synthetic data combined with the real training set. A 

grid search method [59] was used to optimize the most 

relevant hyperparameters of each ML algorithm [60], [61]. 

This was performed following a 10-fold cross validation 

approach with the training set. Later, the models were tested 

using the test set. Hyperparameters for each model and their 

search space are detailed in Table II. The objective function 

for the optimization was F1-Score since this framework has 

been designed to properly work with highly imbalanced 

datasets. After this, the obtained results were evaluated, 

assessing the influence of synthetic data generation on the 

different classification tasks for each dataset. Reference 

performance results were obtained by using the real dataset 

without including synthetic data to train the AI models. 
TABLE II 

OPTIMIZED HYPERPARAMETERS AND SEARCH SPACE FOR EACH 

CLASSIFIER 

Classifier Hyperparameters Search Space 

SVM  

Kernel [‗rbf‘, ‗linear‘] 

C [0.1,1,2.5,5,10] 
Gamma [0.01, 0.1, 1, 10] 

RF  
No. of estimators [20, 50,100, 200] 

Maximum no. of features per tree [2,3,5,7] 

XGB  
Learning rate [0.01, 0.1, 0,5] 

No. of estimators [20, 50, 100, 200] 

KNN  
No. of neighbors [6, 8, 10, 12, 14, 16] 
Weights [‗uniform‘, ‗distance‘] 

G. Statistical analysis 

To try to elucidate if the proposed framework for synthetic 

data generation could be promising in the clinical practice, 

synthetic data generation twice the size of the real dataset with 

the best synthetic data generation combination for the PIMA 

database was performed. All variables of this dataset were 

numerical and continuous, so a Kolmogorov-Smirnov test 

assuming normality for all variables was performed with a 

significance level of 95% to explore if augmented and 

reference dataset came from the same distribution [62], (i.e., 

the null hypothesis    was that the two distributions were 

identical. Python module scipy.stats was used for this 

step [63]. 

III. EXPERIMENTAL RESULTS AND DISCUSSION  

Next, the experimental results obtained in each step of the 

processing framework will be presented. 

A. Data Balancing  

Fig. 3 illustrates two examples of the analysis performed to 

choose between the five balancing algorithms in Section II.B. 

This was carried out for the eight datasets described in Section 

II.A On The left, the triangular radar charts show the mean of 

the three metrics (PCD, KLD and MMD), in logarithmic scale. 

The best algorithm is the one that obtains the highest triangle 

area, where the metrics are optimal. On the right, boxplots 

corresponding to the different metrics are shown. The most 

robust algorithm through 100 iterations is the one presenting a 

tighter box, (i.e., a lower IQR (Interquartile Range)), meaning 

less variability. Notice that, as the variability in the synthetic 

data generation increases, the reliability of the algorithm 

decreases.  

Regarding balancing algorithms particularities, ADASYN 

algorithm did not converge in MNCD, MNCD-RED and 

HeartDis databases since they were already balanced (see 

Table I). K-Means SMOTE did not find a minimum number of 

neighbors to produce samples for MNCD and EarlyDM 

databases. Finally, Nominal-SMOTE was not used in PIMA 

and SACardio databases, since they do not contain any 

categorical features.  

For simplicity, only the results from two databases were 

shown. Fig. 3.a shows the results from MNCD database, which 

was almost perfectly balanced before the balancing step, and 

contains many categorical variables. On the other hand, Fig. 

3.b illustrates the result after balancing PIMA database, a fully 

numerical database drastically imbalanced before this step.  

From the comparison of both results, it is clear that, 

generating less samples to balance the datasets implies 

potentially better similarity metrics, (i.e., the more imbalanced 

the real dataset is, the more different will it be after the 

balancing step). Related to this, the boxplots show that all 

algorithms are more robust compared in the well-balanced 

database (MNCD) than in the imbalanced one (PIMA). These 

observations can be extrapolated to the results obtained in the 

six remaining databases. 

Table III shows the two selected balancing algorithms for 

each database after performing the evaluation of such 

algorithms, and also details the proposed combined methods 

(data balance followed by data augmentation) to be studied in 

the next experiments. The algorithms choice was based the 

mean value of all metrics after 100 executions and its 

variability.  
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The obtained results reveal that there is not a unique 

algorithm that has superior performance for all databases. 

This could be caused by the different nature of each 

database. However, as shown in Table III, Borderline-

SMOTE was one of the chosen balan[cing algorithms in six 

out of eight databases, whereas ADASYN was one of the 

selected algorithms in four out of five databases for which it 

converged. Furthermore, Nominal-SMOTE was chosen in 

four out of six times when categorical variables were 

present. Conversely, K-Means SMOTE was the only 

algorithm that did not outperform the rest in any case, while 

SMOTE and SVM-SMOTE were selected just once. Thus, 

ADASYN and Borderline-SMOTE has presented the most 

robust performances among the eight medical tabular 

databases studied in this work.  

 

 

 

As an illustrative example, Fig. 4 compares the algorithms 

variability through 100 iterations in the Glucose variable 

histogram of the PIMA database. There is one red histogram 

per cell that represents the reference distribution, from which 

data balancing is performed. There are one hundred black 

histograms per cell, which represent the balancing executions 

performed by the corresponding algorithm. ADASYN and 

Borderline-SMOTE (Fig 5.a and Fig 5.d, respectively) are 

clearly the most robust algorithms, whereas K-SMOTE (Fig 

5.c) presents more variability (high IQR) when balancing the 

dataset, which agrees with the results presented in Fig. 3.a. 

 
Fig. 4. Example of a comparison of the balancing algorithms in the 

generation of the Glucose variable for the PIMA database through 100 

iterations. (a) ADASYN; (b) SMOTE; (c) K-SMOTE; (d) SVM-SMOTE; 

(e) Borderline-SMOTE. 

A. Data Augmentation  

Fig. 5 shows the influence of the number of synthetic 

samples generated in the statistical metrics (PCD, KLD and 

MMD) with the data augmentation algorithms for the eight 

databases. In these results, average values of the similarity 

metrics through 10 iterations are represented. Notice that, in 

these sample sizes, real samples are mixed with the synthetic 

samples in the proportions previously established in Fig. 2, 

except from the last point, where only synthetic data is 

evaluated. Moreover, these metrics are size-dependent. Their 

value is expected to be higher with a larger number of 

features. 

In all databases, except for BANG, PCD and KLD 

increased nearly linearly when the number of synthetic data 

samples increase (i.e., correlations among variables are not 

perfectly preserved and the original distributions have 

changed), as shown in first and third rows of Fig. 5.c). In the 

case of the BANG (Fig. 5.c), this might be related due to high 

number of binary features.  

  
TABLE III 

 
 

    
(a) 

 
   

(b) 

Fig. 3. Triangular radar charts placed on the left represent the mean of the studied metrics in logarithmic scale. On the right, boxplots of statistical 

metrics after 100 iterations (a) MNCD, (b) PIMA. Notice that in PIMA (a) there are no categorical variables (thus, Nominal-SMOTE was no computed), 

and in MNCD (b) ADASYN is not represented since it did not converge. 
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SELECTED BALANCING ALGORITHM FOR EACH DATABASE AND EVALUATED 

COMBINED METHODS 

Database Selected BA Combined Methods* 

MNCD 
Nominal-SMOTE (1) 
Borderline-SMOTE (2) 

BA+CTGAN 

BA+ Gaussian Copula 

BA+SEP+CTGAN 
BA+SEP+Gaussian Copula 

MNCD-

RED 

Nominal-SMOTE (1) 
Borderline-SMOTE (2) 

BANG 
ADASYN (1) 

Borderline-SMOTE (2) 

EarlyDM 
Nominal-SMOTE (1) 

SVM-SMOTE (2) 

HeartDis 
SMOTE (1) 

Nominal-SMOTE (2) 

Kidney 
ADASYN (1) 
Borderline-SMOTE (2) 

PIMA 
ADASYN (1) 
Borderline-SMOTE (2) 

SACardio 
ADASYN (1) 

Borderline-SMOTE (2) 

*There are eight combined methods in total for each database. BA: selected 

algorithms for the data balance in each database. SEP: partition between 

control and cases before data augmentation. 

 
Fig. 5. Statistical metric results depending on the number of synthetic 

samples generated (according to Fig. 2) with different the different 

combinations of algorithms (Table II). (a) MNCD; (b) MNCD-RED; (c) 

BANG; (d) EarlyDM; (e) HeartDis; (f) Kidney; (g) PIMA; (h) SACardio. 

Dashed lines represent the linear approximations of the result trends. 

BA (1): Selected BA (1); BA (2): Selected BA (2) (see Table III). 

Regarding MMD, only in PIMA (Fig. 5.g) and SACardio 

(Fig. 5.h) databases (mainly numerical variables) present a 

linear increment with synthetic data samples. In the rest of 

databases, these metrics in some cases decreased as the 

number of synthetic data samples increased (e.g., MMD in 

Fig. 5.d and Fig. 5.e), and in other cases the metrics increased 

(e.g., Fig. 5.f).  

Furthermore, there was not observed any drastic worsening 

(i.e., increment) of any metrics when only synthetic data was 

used to evaluate the statistical similarity respected to the real 

data. In general, linear correlations and statistical distributions 

were fairly maintained in all synthetic databases.  

Finally, Gaussian Copula-based combinations generally 

showed lower values in all metrics in each database. This 

means that, with the used configuration, Gaussian Copula fits 

better to the real data. This is not necessarily positive, since it 

could be related (or not) to an overfitting trend of the real 

dataset.  

B. Classification Performance  

Table IV summarizes the classification performance results 

obtained in the experiments carried out in this work (all the 

results generated can be found together with the codes in the 

GitHub repository). This table shows the best improvement 

achieved in the F1-score metric (highest F1-score upgrade) 

for each database, using the best combination of data balance 

and augmentation algorithms with a certain ML model and a 

percentage of synthetic data used for training the model (see 

Fig. 2). This value is computed compared with the reference 

result obtained using such ML model trained only with real 

data. Furthermore, in the same way, the highest decrease in 

F1-score is shown (highest F1-score downgrade). F1-score 

values are the average of 10 executions.  

In five out of eight databases, the combination of synthetic 

and real data for training ML models achieved an 

improvement in the classification performance. On this regard, 

it is especially remarkable the improvement in MNCD-RED 

and SACardio, improving 0.22 and 0.18 the reference F1-

score, respectively. Besides, BANG reference performance 

(          ) was the same as training the model with 

synthetic data. In the cases of EarlyDM and HeartDis the 

performances were lower than the reference. Nonetheless, the 

best case showed a decrement of only 0.01, which means that 

it is fairly near to the reference results.  

It is worth noticing that some of the the best results were 

obtained when the amount of synthetic data was four times 

(+400%) the amount of real data (MNCD-RED and PIMA), 

and also when only synthetic data were used to train the model 

(BANG). Furthermore, training ML models only with synthetic 

data obtained improvements of 0.03 and 0.11 with PIMA and 

SACardio databases, respectively. Notice that these last two 

are the only databases with no categorical features, so this 

could be related with the challenges of modelling categorical 

variables by CTGAN and Gaussian Copula.  

On the other hand, drastic decrements of F1-score were 

also found by using synthetic data, reaching -0.55 respect with 

the reference result in the worst scenario (EarlyDM). 

According to this result, it can be stated that the use of 

different synthetic data generation algorithms must be 

carefully analyzed depending on the use case. This idea is 
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reinforced by the unusual occurrence that, for EarlyDM, both 

the best and the worst classification performance are produced 

by the same combinations of synthetic data generation 

algorithms. In the case of the highest F1-score downgrades, 

five out of eight cases occurred when only synthetic data were 

used to train the model. This fact suggests that those 

combinations of algorithms produced low-quality data. 

It is worth noticing that most of the worst results were 

produced by the CTGAN with no data splitting before data 

augmentation. This will be further analyzed later in the 

discussion, but it could be related by the fact that the CTGAN 

treats the target variable as an independent variable. Thus, this 

can produce a higher imbalance in the synthetic dataset 

compared to the real dataset, what may lead to biased models. 

In contrast, Gaussian Copula was present in five out of eight 

of the best classification results. Additionally, Gaussian 

Copula offered, in general, less variability in classification 

performance.  

 

TABLE IV 

SUMMARY OF CLASSIFICATION PERFORMANCE USING SYNTHETIC DATA IN ALL DATABASES 

Database 
Highest F1-score 

upgrade 
Combined Method 

ML 

model 
Synthetic Data 

Highest F1-score 

downgrade 
Combined Method 

ML 

model 

Synthetic 

Data 

MNCD +0.05 NC + GC XGB +25% & +200% -0.5 NC + Sep. + CTGAN RF +200% 

MNCD-RED +0.22 NC + CTGAN XGB +25% -0.19 BS + Sep. + GC KNN +100% 

BANG* 0.00 ADASYN + GC KNN only-synth -0.45 ADASYN + CTGAN KNN only-synth 

EarlyDM** -0.01 NC + CTGAN SVM +25% -0.55 NC + CTGAN XGB only-synth 
HeartDis** -0.01 NC + Sep. + GC RF +400% -0.43 SMOTE + CTGAN KNN only-synth 

Kidney +0.02 ADASYN + CTGAN XGB +100% -0.27 ADASYN + CTGAN KNN only-synth 

PIMA +0.04 BS + GC XGB +400% -0.16 BS + CTGAN XGB +200% 

SACardio +0.18 BS + GC XGB +400% -0.32 BS + CTGAN XGB only-synth 

* SVM, KNN and XGB reached F1-score=1.0, so an upgrade of 0 means that training with synthetic data achieved also F1-score=1.0. 

** No F1-score upgrade is reached; the lowest downgrade is shown.  

 

On the one hand, Fig. 6.a shows the highest improvement 

of F1-score using the MNCD-RED and the XGB model. On 

the other hand, Fig. 6.b shows the worst-case scenario using 

the EarlyDM, where the XGB showed the lowest performance 

in the F1-score metric. In this figure, the reference 

classification values (using only real data for training) are 

represented with horizontal dashed lines for each classifier; 

bullets represent the mean value of the F1-Score through 10 

iterations, and the error bars represent the F1-Score standard 

deviation. The combined method employed to obtain the 

results are detailed in Table IV. 

In both results of Fig. 6 it is clear that generating more 

synthetic data does not necessarily imply achieve better or 

worse classification performance. Hence, there is not a unique 

solution for all databases, having to analyze each database 

independently. Classification Performance vs. synthetic data 

generation metrics 

In order to reveal some insights on the extent to which the 

statistical similarity metrics and the classification performance 

are related, PCD, KLD and MMD were plotted versus F1-

Score. One could expect that better statistical metrics (i.e., 

more similar to the real dataset) imply better classification. 

Nonetheless, no direct or inverse relations between metrics 

and classification performance were found among different 

classifiers and synthetic data generation methods. Sometimes, 

better statistical metrics implied better classification, but not 

always. Fig. 7 illustrates the abovementioned occurrence by 

showing PCD in PIMA (Fig. 7.a), MMD in SACardio (Fig. 

7.b) and KLD in Kidney (Fig. 7.c), all versus F1-score.  

C. Statistical Analysis 

Kolmogorov-Smirnov test reveals that, except for Diabetes 

Pedigree Function variable (      , i.e., the null hypothesis 

is rejected, and synthetic distribution does not come from the 

same distribution that the reference one), all features belong to 

the same distribution as their analogous in the real dataset. As 

an example, Fig. 8 shows the original distribution (red), the 

distribution after data balance (green) and the distribution after 

the data augmentation (blue) for the Glucose (Fig. 8.a) and the 

Diabetes Pedigree Function (Fig. 8.b) features. The latter is 

the only feature that cannot be considered from the same 

distribution (after data augmentation) as the original feature 

according to the Kolmogorov-Smirnov test (        

comparing real vs. augmented datasets). 

 

 
(a) 

 
(b) 

Fig. 6. F1-score versus training data size for (a) the highest upgrade 

(MNCD-RED) and (b) the highest downgrade (EarlyDM) of F1-score 

through the 8 databases. Dashed lines represent the reference results 

computed using the real data. SVM and RF references overlap in (a). 

In (b), XGB and RF overlaps, and so do SVM and KNN.  
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D. Discussion 

As proven in this work, good classification performance is 

not necessarily related to perfectly keeping data underlying 

structure when generating synthetic data. Thus, synthetic data 

generation algorithms must ensure not just achieving good 

classification or prediction results, but also that statistical and 

clinical meaning of the data is kept. The application of AI-

based algorithms in the real world within medical applications 

are conditioned by clinicians and physicians‘ needs. They do 

not want just achieving an automatic classification to 

determine if a subject does or does not have a certain disease. 

They want to know also why, when, and how the disease was 

developed [64]. For this reason, the advantages and limitations 

on the use of synthetic data for training AI-based algorithms 

have been studied in this work, analyzing the changes on 

linear correlations and distribution similarities between 

synthetic and real data using different synthetic data 

generation methods.  

 
Fig. 7. Statistical metrics vs. F1-Score. (a) PCD vs. F1-score in PIMA, (b) MMD vs. F1-score in SACardio, and (c) KLD vs. F1-score in BANG. 

Dashed lines represent the linear approximations of the result trends. 

 

Synthetic data similarity metrics employed to analyze 

numerical variables generated by synthetic data generation 

methods seem to be meaningful. In some cases, but not 

always, (PIMA and SACardio), better similarity metrics 

sometimes imply better classification performance. 

Nonetheless, in the case of categorical variables this 

assumption cannot be established. Further research is needed 

to evaluate why does this occur.  

The observed correlation lost using synthetic data 

generation might (or might not) be reduced by using datasets 

larger than the reference. In this sense, the ideal case is, on the 

one hand, to compare the similarity metrics between different 

subsets of real data among them, and, on the other hand, to 

compare synthetic data with real data [17]. However, for this 

purpose, datasets with a large number of individuals are 

required. 

It has been shown that Gaussian Copula works well 

generating synthetic data that preserve linear correlations. This 

is highly relevant when working with numerical data, as it has 

been demonstrated previously [18],[20]. Without the need for 

intensive optimization or tuning, these algorithms have 

outperformed reference classification results (without the 

presence of synthetic data) in some cases without 

compromising the underlying structure of the real data 

according to the synthetic data generation metrics studied. 

Therefore, Gaussian Copula has proven to be effective to 

generate synthetic patient data without the need of deep 

knowledge. The statistical analysis supports the fact that 

Gaussian Copula-generated data replicates real data. However, 

this good performance replicating the real data could be 

related with overfitting, so this must be studied cautiously  

In the case of CTGANs, these algorithms require an 

optimization process to find the best hyperparameters 

configuration that will provide the best results for a certain 

application. In this work, only default values have been used 

for the CTGANs configurations. However, further work 

including optimization will be done in the future. CTGANs 

consider the independent variable of the database (i.e., the 

feature that indicates if a subject is a case or a control) as one 

more feature [65]. If data are generated without setting the 

condition to just generate control or cases, instances will be 

created randomly, not keeping the balance of the previous 

step. This partially explains the bad performance that this 

algorithm offers when increasing synthetic data samples. This 

can be overcome by setting this condition, significantly 

improving the CTGANs performance. Hence, this fact 

suggests that a detailed and well-studied optimization of this 

algorithm (tuning the learning rates, batch size, or number of 

epochs, among others) could potentially generate trustworthy 

synthetic data.  

If synthetic data are not identical but very similar to the 

real data, patients‘ privacy could still be at risk. Although the 

approach of this work was not beyond the detailed analysis of 

the synthetic data itself, privacy preservation has been 

considered as a future work line. On this regard, Natural 

Language Processing has been employed to detect critical 

information from the Electronic Health Records, such as 

names or birth dates, and mask or remove them [66]. In a 

recently celebrated data privacy challenge, a noise-injection 

approach showed the best balance between data utility and 

privacy preservation [67]. Finally, only by using GANs, the 

work performed by Yale et. al [68] showed good performance 

in terms of privacy metrics and data utility. Nonetheless, both 

the development of robust de-identification methods and 

privacy-preservation metrics are emerging fields that need to 

be further studied [67].   
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Fig. 8. Example of a comparison between the original distribution (red), 

the distribution after data balancing (green) and the distribution after 

data augmentation (blue) for (a) the Glucose (       ) and (b) 

Diabetes Pedigree Function (      ) from the PIMA database. 

IV. .CONCLUSIONS  

The proposed framework demonstrates the utility of 

different synthetic data generation algorithms for the 

generation of synthetic data in eight different medical tabular 

databases. It has been exhaustively tested with real data in 

small and imbalanced databases with different sizes, fairly 

keeping classification performance compared to the reference 

results using only real data and, in more than the half of the 

cases, improving that performance.  

On the one hand, Gaussian Copula-based methods do not 

require deep knowledge or hyperparameter tuning to offer 

good performance on tabular data. Linear correlations and 

distribution similarities are well-kept in many cases. On the 

other hand, CTGANs need deeper knowledge to optimize their 

performance, yet in some cases, they have shown promising 

results. The fact that Gaussian Copula showed better results 

than CTGANs does not mean that Gaussian Copula should 

unequivocally be selected over CTGANs.  

As a conclusion, although synthetic data generation and its 

analysis should be further studied, the results shown in this, 

and other published works, are promising. In terms of 

classification tasks and real data similarity, positive results 

have been obtained. As future lines, a deep CTGAN study 

and tuning should be assess. Developing tools for the 

interpretability of this algorithm to ―open the black box‖ 

would also clarify the synthetic data generation process for 

AI researchers and physicians. Finally, a robust clinical 

validation of synthetic data generation by physicians after 

detailed statistical and performance analysis of synthetic 

data generation could enhance the use of this technique in 

the clinical field, accelerating the development of AI-based 

algorithms that could assist during clinical practice.  
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