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Abstract

In the last years we have developed some methods for
3D reconstruction. First we began with the problem of
reconstructing a 3D scene from a stereoscopic pair of
images. We developed some methods based on energy
functionals which produce dense disparity maps by pre-
serving discontinuities from image boundaries. Then
we passed to the problem of reconstructing a 3D scene
from multiple views (more than 2). The method for
multiple view reconstruction relies on the method for
stereoscopic reconstruction. For every pair of consecu-
tive images we estimate a disparity map and then we
apply a robust method that searches for good corre-
spondences through the sequence of images. Recently
we have proposed several methods for 3D surface regu-
larization. This is a postprocessing step necessary for
smoothing the final surface, which could be afected by
noise or mismatch correspondences. These regulariza-
tion methods are interesting because they use the in-
formation from the reconstructing process and not only
from the 3D surface. We have tackled all these prob-
lems from an energy minimization approach. We in-
vestigate the associated Euler–Lagrange equation of the
energy functional, and we approach the solution of the
underlying partial differential equation (PDE) using a
gradient descent method.

1 Introduction

This paper is about three different main topics: The
first topic is the 3D reconstruction from two views. The
second is the problem of reconstructing a 3D scene from
multiple views – more than two – that, in our case,
make use of the previous method. The third one deals
with the problem of regularizing a 3D surface. This
method takes into account the information from the
two previous topics.

For the first problem we present a variational ap-
proach to recover a dense disparity map from a set of

two weakly calibrated stereoscopic images. To solve this
problem, we first make full use of the knowledge of the
so-called fundamental matrix to derive the equations
that relate corresponding pixels in the two views, and
then combine regularization and scale-space tools to es-
timate iteratively and hierarchically the disparity map.
The solution obtained at a coarse spatial scale is used
to restrict searching at finer scales. We minimize an
energy term that takes into account the epipolar line
constraint as well as the edge information constraint
through an appropriate regularization term. In order
to reduce the risk to be trapped within some irrelevant
local minima during the iterations, we use a focusing
strategy based on a linear scale-space. This method is
explained in paper [1]. We have also implemented a
symmetric method for computing the disparity map in
both senses (see [4]). In papers [2] and [3] we have pro-
posed methods for computing the optical flow between
two images which are very similar to the disparity map
estimation method except that we do not use any geo-
metric constraint as the epipolar geometry.

For the second problem – reconstruction from mul-
tiple views – we have developed a robust method to re-
cover a 3D model. After computing the disparity maps
for every two consecutive frames we search for the best
sequences of corresponding points through the set of
frames. We estimate sequences of corresponding points
across the multiple view image sequence. Basically, we
try to connect points between images following the dis-
parity map estimation. We select sequences of corre-
spondent points for which the forward and backward
disparity estimations are coherent. That is, if we take
the initial point and go through the sequence using the
forward disparity estimations and then go back using
the backward disparity estimations we have to arrive to
the same point (modulus a threshold parameter). From
each selected corresponding point sequence we recover
a 3D point by intersecting the projection lines of the
points in the sequence. By collecting the 3D points ob-
tained from each sequence we recover an unstructured
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set of 3D points. Recently, a new accurate technique
based on a variational approach has been proposed in
[17, 18]. Using a level set approach, this technique opti-
mizes a 3D surface by minimizing an energy that takes
into account the surface regularity as well as the projec-
tion of the surface on different images.In this paper we
propose a different approach which is also based on a
variational formulation but only using a disparity esti-
mation between images and without defining explicitly
any 3D surface.

For the third problem we present a method for the
regularization of a set of unstructured 3D points ob-
tained from a sequence of stereo images. Typically, the
recovered set of 3D points is noisy, because of errors
in the camera calibration process, errors in the dis-
parity estimations, errors in the corresponding point
sequences computations, etc., so some kind of regular-
ization is needed. The regularization model we propose
is a variational approach. We propose a model based
on an energy. This method takes into account the in-
formation supplied by the disparity maps computed
between pair of images to constraint the regularization
of the set of 3D points. As in the first problem there is
a regularization term that relies on an operator that is
very similar to the Nagel–Enkelmann operator which
allows for the regularization of the set of 3D points
by preserving discontinuities presented on the dispar-
ity maps. One interesting advantage of this approach
is that we regularize the set of 3D points by only using
the 2D image projection information and, in particular,
we do not need to define any 3D triangulation on the
set of 3D points. In paper [5] we proposed a general
method for regularizing a set of 3D points according to
the information of the disparity maps, and in paper [6]
there is an explanation of a 3D regularization method
for cylindrical surfaces. In this paper we present the
first approach for general surfaces.

The paper is organized as follows: In Section 2.1, we
present the model for stereoscopic reconstruction from
two views. In Section 2.2 we explain the 3D recon-
struction method from multiple views. In Section 3 we
present the regularization model and in Section 4 the
conclusions.

2 Reconstruction model

2.1 Reconstruction from two views

In order to estimate a dense disparity map between
two images we present an energy based approach. This
energy also preserves discontinuities resulting from im-
age boundaries. We derive a simplified expression for
the disparity that allows us to easily estimate it from

a stereo pair of images using an energy minimization
approach. We assume that the epipolar geometry is
known, and we include this information in the energy
model. Discontinuities are preserved by means of a
regularization term based on the Nagel–Enkelmann op-
erator. We investigate the associated Euler–Lagrange
equation of the energy functional, and we approach the
solution of the underlying partial differential equation
(PDE) using a gradient descent method. In order to
reduce the risk to be trapped within some irrelevant
local minima during the iterations, we use a focusing
strategy based on a linear scale-space.

In order to estimate the disparity (λ(x, y)), one can
proceed in a classical way and try to recover this im-
portant information using a simple correlation scheme.
Unfortunately, this naive solution will not provide a
correct and accurate solution, in particular in the re-
gions where the disparity map may present some dis-
continuities, as is often the case close to image edges.
It is well known that the disparity map obtained using
this classical method tends to be very smooth across
the boundaries of the images. The idea we would like
to formalize and develop here is to estimate a λ(x, y)
function which is smooth only along the image bound-
aries and not across them. This leads us to consider
the minimization of the following energy functional:

E(λ) =
∫

Ω

(Il(x, y)− Ir(x + u(λ), y + v(λ)))2 dxdy

+ C

∫

Ω

Φ(∇Il,∇λ) dx dy (1)

where Ω is the image domain, C is a positive con-
stant, and Φ(∇Il,∇λ) determines the regularization
term. This function includes a diffusion tensor first
proposed by Nagel and Enkelmann that guides the
diffusion along the contours at image boundaries and
in all directions at homogeneus regions. The associ-
ated Euler-Lagrange equations give us a diffusion PDE,
which is then embedded into a gradient descend process
to reach the solution:

∂λ

∂t
= C div (D (∇Il) ∇λ) +

(
Il(x, y)− Iλ

r (x, y)
)

a
(

∂Ir

∂y

)λ

(x, y)− b
(

∂Ir

∂x

)λ
(x, y)

√
a2 + b2

. (2)

In Figure 1 we show an example of disparity map
computation from a stereoscopic pair of a human face.
We also show the result given by a common correlation
based technique.

In Figure 2 we show four views of the 3D reconstruc-
tion of the previous stereo pair.
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Figure 1: Top: the original stereo pair. Bottom left:
the computed disparity map using a correlation win-
dow of size 13× 13. Bottom right: the result from our
method, with the correlation result as initialization.

2.2 Reconstruction from several views

We have developed a robust method to recover a 3D
model from several views. All the views have been
taken at the same time and all of them pointing to
a common 3D scene. We make use of the previous
model for stereoscopic images. This method follows
these steps:

• For each pair of consecutive images, we estimate a
dense disparity map using the accurate technique
developed in [1]. We estimate such disparity map
forward and backward, that is, from one image to
the next one and in the opposite direction.

• We estimate sequences of corresponding points
across the multiple view image sequence. Basi-
cally, we try to connect points between images fol-
lowing the disparity map estimation. We select
sequences of correspondent points for which the
forward and backward disparity estimations are
coherent. That is, if we take the initial point and
go through the sequence using the forward dispar-
ity estimations and then go back using the back-
ward disparity estimations we have to arrive to the
same point (modulus a threshold parameter). We
keep trace of the pixels belonging to a sequence in
order to avoid that the same pixel is included in
different groups.

Figure 2: Four views of the 3-D reconstruction of the
stereo pair in Figure 1, using the disparity map from
our method.

• From each selected corresponding points sequence
we recover a 3D point by intersecting the projec-
tion lines of the points in the sequence. By col-
lecting the 3D points obtained from each sequence
we recover an unstructured set of 3D points.

• Typically, the recovered set of 3D points is noisy,
because of errors in the camera calibration pro-
cess, errors in the disparity estimations, errors in
the corresponding point sequences computations,
etc., so some kind of regularization is needed. In
this paper, we propose a new variational model to
smooth the unstructured set of 3D points. This
regularization model is based on the 2D image in-
formation and does not require to define any kind
of geometric relation between the 3D points.

In Figure 4, we show the front and profile views of
the reconstruction of the Bust sequence.

3 Regularization model

In this section we present a method for the regulariza-
tion of a set of unstructured 3D points obtained from a
sequence of stereo images. This is a postprocessing step
to the reconstruction from multiple views explained in
the previous section. This method takes into account
the information supplied by the disparity maps com-
puted between pair of images to constraint the regu-
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Figure 3: Some images of the Bust sequence and the
corresponding disparity maps associated to them. We
search for sequences of corresponding points which
have a small error going forward and backward, there-
fore we have to compute disparity maps for every pair
of images in both senses.

Figure 4: Front and profile views of the 3D reconstruc-
tion of the Bust sequence.

larization of the set of 3D points. We propose a model
based on an energy which is composed of an attach-
ment term that minimizes the distance from 3D points
to the projective lines of camera points, and a second
term which relies on an operator that is very similar
to the Nagel–Enkelmann operator. This second term
allows for the regularization of the set of 3D points
by preserving discontinuities presented on the dispar-
ity maps. One interesting advantage of this approach
is that we regularize the set of 3D points by only using
the 2D image projection information and, in particu-
lar, we do not need to define any 3D triangulation on
the set of 3D points. We embed this energy in a 2D
finite element method to take advantage of the under-
lying float precision mesh. Delauny triangulations are
managed to give support to this finite element method.

Figure 5: Notation

After minimizing, this 2D finite element method results
in a large system of equations that can be optimized
for fast computations over no-null values. We derive
an efficient implicit numerical scheme which reduces
the number of calculations and memory allocations.

The energy to be minimized for the regularization
of the set of 3D point is:

E
(
X̄0., X̄Nc−1

)
=

Nc−1∑
c=0

(∫

Ω

dist(X̄c, R̄c)2 +

α

2∑

i=0

∫

Ω

∇T XcD(h̄c)∇Xc

)
(3)

where α is a parameter that states the balance between
the two terms and dist(X̄c, R̄c) denotes the distance
from point X̄c to the straight line R̄c and is given by
formula

dist(X̄c, R̄c)2 =
2∑

i=0

(
Xc,i − F c,i

)2

−
(

2∑

i=0

lc,i
(
Xc,i − F c,i

)
)2

. (4)

In Figure 5 is the notation that we have used for
equations (3) and (4) and in Figure 6 we show the
result of applying this method to the 3D reconstruction
on Figure 4.

4 Conclusions

Our method for 3D reconstruction from a pair of stereo-
scopic images combines some techniques developed in
the context of optic flow estimation [2, 22] with some
other techniques developed in the context of dense dis-
parity map estimation which take into account the geo-
metric constraints associated to a stereo pair. We think
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Figure 6: Front and profile views of a regularization of
the 3-D reconstruction on Figure 4

that the combination of these ideas is fruitful in that
it produces new tools to estimate dense disparity fields
which benefit from the research efforts in stereo vision
as well as in optic flow estimation.

The method for 3D reconstruction from multiple
views is very robust in the sense that it intensively looks
for the best matching sequences of points. This yields
a set of 3D points that are probably the most accu-
rate ones and discards those points that have not good
matches or do not appear in enough views – maybe due
to occlusions.

In this paper we have presented a novel method for
the regularization of a set of 3D points. We have
established an energy in a traditional attachment–
regularizing couple of terms. In the regularizing term
we have made used of an operator similar to the Nagel–
Enkelmann operator for 3D regularizations.

This energy model has been embedded into a 2D
finite element approach to take advantage of the un-
derlying precision of data. Then we have managed to
derive this energy and propose a very efficient and op-
timal numerical scheme that allows us to speed up the
process and reduce the memory needs.

One of the main advantages of the method is that
it regularizes sets of unstructured 3D points without
using any geometric relation in 3D. We only use the
information of the projection of the points in the cam-
eras. In particular, this method could be used as a
preprocessing step before the construction of 3D sur-
faces fitting the 3D points. We notice that most of the
techniques for such surface reconstruction are very sen-
sitive to the noise in the 3D points representation, and
they require the set of 3D points to be regular enough
to work properly.
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