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Abstract

Many methods have been developed to cali-
brate cameras, but very few works have been
done to compare such methods or to pro-
vide the user with hints on the suitability of
certain algorithms under particular circum-
stances. This work presents a comparative
analysis of eight methods of calibration for
cameras using a pattern as reference. This
paper concentrates on the stability and ac-
curacy of these methods when the pattern is
relocated or the camera con�guration varies.
This study was carried out with real and syn-
thetic images and using, whenever possible,
the code made available by the methods' au-
thors on the WWW. The experiments demon-
strate that most of these methods are not sta-
ble in the sense that the intrinsic parameters
returned by a calibration method su�ered im-
portant variations under small displacements
of the camera relative to the calibration pat-
tern. Similar results were obtained for extrin-
sic parameters when the camera only changed
its internal con�guration (i.e. when it zooms
in or out) but kept constant its relative posi-
tion to the calibration pattern. In addition,
this study shows that the image disparity is
not an indicator of the reliability of the meth-
ods. In spite of the fact that the majority of
the methods showed similar levels of global er-
ror, the calibrated values obtained for intrinsic
and extrinsic parameters varied substantially
among these methods for the same set of cali-
bration images.

1 Introduction

In the �eld of computer vision, camera calibra-
tion is a procedure that tries to know how a
camera projects an object on the screen. That
is to say, the internal geometry of the camera
and its optic features, as well as the translation
and rotation of the reference object. This pro-
cess is necessary in those applications where
metric information of the environment must
be derived from images. Some of these tasks
are: making maps of the camera environment,
tracking of objects, virtual reconstruction of
these, etc. Also, if the camera is installed
on a moving platform, then its position with
respect to objects that are around it can be
known. This allows a robot to move in its
environment avoiding obstacles, heading to a
speci�c object, or making the de�nition of the
best trajectory to reach its destination easy.

This work has been dictated by practical
needs. When a camera needed to be cali-
brated, it was observed that calibration re-
sults di�ered and also that di�erent methods
gave di�erent results. The natural question
was then whether there was a better calibra-
tion method (in some sense) than the others.
The bibliography shows that many calibration
methods have been proposed during the last
few decades, and all of them, according to
their authors, have a high accuracy. But, there
are very few works where calibration methods
have been studied impartially.

Tsai [10] gives some criteria that should
be analyzed to select a suitable method: ve-
locity, accuracy and autonomy. These were



used to compare theoretically a set of meth-
ods published before 1987. The di�erence in
notation used by di�erent authors is an addi-
tional di�culty when the appropriate method
is searched. In [8], some methods, all of them
published before 1994, are described in detail
using a uni�ed notation. These methods are
compared in one experiment where only the
distance between real points and reconstructed
points (2D and 3D points) is analyzed. An as-
pect of the calibration problem that has been
neglected by most surveys is the accuracy pro-
vided by a method with respect to the model
parameters, due to the fact that usually only
the accuracy in reconstruction is studied. One
exception is Lai [7] who studies, from a the-
oretical and experimental point of view, how
extrinsic parameters are a�ected by errors on
some intrinsic parameters. This author shows
that lens distortion and optic center deviation
have little e�ect on the estimation of the ex-
trinsic parameters while - on the other hand -
the scale factor has a great in�uence. Another
comparative work is [5] where �ve methods,
proposed before 1991, are compared. In this
work the precision achieved by each method
could not be evaluated on ground basis be-
cause the experiments were carried out on im-
ages acquired with a camera whose setup was
unknown. The present work is an extension of
[4] in some speci�c aspects.

When this study started the �rst question
that we needed to address was: Which meth-
ods should be analyzed? After reviewing the
relevant literature, we decided to select a set
of eight methods. Some of them were in-
cluded for comparison because they were of-
ten used as a point of reference in the liter-
ature of this �eld, as is the case of Tsai's [9]
and Faugeras' [3] methods. Others were se-
lected due to their special type of computa-
tion: the use of non-iterative algorithms (Lin-
ear method), or neural networks (Ahmed's
method [1]); Others by details of the camera
model used, i.e. including high lens distortion
(Heikkilä's method [6]), or optic center (opti-
mized Tsai's method [8]); And, �nally, others
because of the type of pattern used for cali-
bration: the majority of the methods need to

use a pattern with two planes, knowing the
relationship between them, usually a dihedral
pattern, therefore methods that did not need
to keep this restriction, like Batista's [2] and
Zhang's [11] methods, were selected).

The experiments were carried out with real
camera and with a simulator. The results pro-
vided by every method were compared and the
accuracy in the pattern points reconstruction
and the stability of the model parameters were
analyzed. We have de�ned the stability of
a calibration as the constancy of the results
when one parameter or factor changes.

This paper is organized as follows. Next sec-
tion deals with camera modelling. Section 3
brie�y describes every method that has been
used in the comparative. Some of the experi-
ments are presented in section 4 and their re-
sults are analyzed. The last section is devoted
to summary the main conclusions of this re-
search.

2 Camera model

All the methods described in this paper follow
the pin-hole camera model (�gure 1). The pa-
rameters obtained from the calibration process
can be classi�ed as two types: intrinsics, those
that de�ne the camera con�guration (internal
geometry and optic features); and extrinsics,
the rotation and the translation that would
map the world coordinate system to the cam-
era coordinate system.

Figure 1: Camera model. Points projection on the
image plane.

Calibration methods usually break down the
transformation from 3D coordinates to 2D co-
ordinates in the following four steps:



1. Transformation from 3D coordinates of
world system (Mw) to camera system
(Mc). In these methods, the rotation ma-
trix is obtained applying successive turns
around each axis followed by a transla-
tion, Mc = R · Mw + T , where R is the
rotation matrix, T is the translation ar-
ray and M = [X, Y, Z]t are the 3D coor-
dinates..

2. Projection on screen plane using the pin-
hole model.

up = f Xc
Zc

vp = f Yc
Zc

(1)

where f is the focal length.

3. Lens distortion. Two types of distortion,
which depend on non-linear factors, are
modelled: radial (ur,vr) and tangential
(ut,vt):

ud = up + ur + ut

vd = vp + vr + vt
(2)

4. Metric to screen units transformation:
uf = dxsx(ud − cotΩ · vd) + u0

vf = dy
vd

sin Ω
+ u0

(3)

where dx and dy are transformation fac-
tors, sx is the pixel aspect ratio, and
the optical center position is represented
by u0 and v0. Some methods model
the non-orthogonality between the image
plane and the optic axis as a skew angle
(Ω). Batista's method uses two angles to
model this skew.

It is possible to simplify the formulation us-
ing a matrix notation: λ · m = P · M where
M = [Xw, Yw, Zw, 1]t, m = [u, v, 1]t, and λ
is a non-zero scale factor. Finally, the 3x4
projection matrix can be split into two ma-
trices: P = AD, one for extrinsic parameters
(D = [R|T ]) and the another for intrinsic pa-
rameters:

A =

24kx −kx cotΩ u0

0 ky/ sinΩ v0

0 0 1

35 (4)

where kx = sxdxf and ky = dyf are horizontal
and vertical scale factors.

3 Calibration methods

The methods that have been studied in this
work can be classi�ed according to a number
of criteria: computation complexity (iterative
vs. non-iterative), resolution scheme (one sin-
gle optimization step vs. multistep) or type
of calibration pattern used (planar vs. non-
planar or single view vs. multiple views). The
following subsections contain a brief presenta-
tion of the methods considered.

3.1 Tsai's method [9]

This method splits the problem into two steps.
It allows use of both planar and non-planar
patterns. This method assumes that optical
center is located at image center and that skew
is null.

In the �rst step, the distortion is assumed
null and a linear approach can be used to solve
a subset of parameters: orientation (R), trans-
lation (Tx, Ty) and aspect ratio (sx). In the
second step, an initial guess of focal length (f)
and pattern distance (Tz) can be estimated
using a linear technique. Then focal length,
pattern distance and distortion coe�cient (k1)
can be re�ned by means of an optimization
technique.

A variant has been proposed in [8] that
adds two additional steps to the original
method. Firstly, an iterative technique is
used to re�ne the parameters returned by
the original algorithm. Then, this process
is repeated but the optic center is also in-
cluded. The code created by X. Arman-
gué and J. Salvi has been used in the ex-
periments to implement this variant of Tsai's
method. This code can be retrieved from
"http://eia.udg.es/%7Earmangue/research/".

3.2 Faugeras' method [3]

This method obtains a projection matrix (P )
using an optimization procedure where orthog-
onality of rotation matrix is hold. One non-
planar pattern is necessary and lens distortion
is not modelled. An initial estimate is neces-
sary for the convergence of the method. In this
work, the Linear method, described in section



3.3, was used to obtain this estimate. The cal-
ibration parameters can be recovered decom-
posing the projection matrix.

3.3 Linear method

It is a well-known classic method aimed at
minimizing image disparity error. This is ob-
tained minimizing ‖L · x‖, where:

L · x =

�
M t 0t −u ·M t

0t M t −v ·M t

�
x = 0 (5)

with the vector x being the rows of projec-
tion matrix. The solution is the eigenvec-
tor corresponding to the smallest eigenvalue of
LtL, which may be conveniently found using
the Singular Value Decomposition (SVD) of L.
The result is normalized and each parameter
can be obtained using the decomposition of the
projection matrix, as in Faugeras' method. In
this method one non-planar pattern is neces-
sary and lens distortion is not modelled.

3.4 Ahmed's method [1]

This method is based on neural networks, con-
sequently it is very slow. Initial values ob-
tained from the Linear method (see section
3.3) were used in this research to accelerate
the calibration process. Lens distortion is not
considered by the algorithm and it needs one
non-planar pattern.

A two-layer feedforward neural network is
used, where world points coordinates are the
input and image coordinates are the output.
Each level has an associated weight matrix,
one for extrinsic parameters (V ) and another
for intrinsic parameters (W ).

The training process of the neural network
is repeated until error converges to a mini-
mum. The measure of error depends on two
factors: image disparity of each point and non-
orthonormality of rotation matrix. Weight-
ing matrices are updated following the descent
gradient rule.

Input and output values of the net are nor-
malized (S1, S2). When the method con-
verges, a projection matrix is obtained as:
P = S1WV S2. Parameter values can be ex-
tracted from this matrix decomposing the pro-

jection matrix, using i.e. the indications of
Faugeras' method.

3.5 Heikkilä's method [6]

This method consists of four steps, but in this
research only the �rst two have been utilized
because the other two are related exclusively
to image acquisition. It models both radial
and tangential distortion of the lens.

Initially, a linear method (DLT algorithm)
is used to obtain initial estimates for some pa-
rameters (extrinsics, focal and optic center).
From the projective matrix thus obtained, pa-
rameter values are extracted using RQ decom-
position. Finally, the Levenberg-Marquardt
method is used to minimize:

P
(u − uf )2 +P

(v − vf )2 (image disparity).
The Calibration toolbox v3.0, developed

by Janne Heikkilä, has been used in
this work. It can be downloaded from
"http://www.ee.oulu.�/∼jth/calibr/".

3.6 Batista's method [2]

This method needs only one image of a planar
pattern to calibrate a camera. It is a mul-
tistep and iterative method that uses a least
squares technique at each step. Distortion is
modelled using only one coe�cient. Initially,
this method assumes that distortion and skew
are null, aspect ratio is one, the optic center
is coincident with image center, and transfor-
mation factors and focal length are obtained
from the manufacturer.

The procedure comprises two loops: the �rst
repeats the three early steps described below
and it �nishes when aspect ratio converges to
one; the second repeats all the steps and it
ends when the mean of image disparities goes
below a threshold.

This algorithm comprises these four steps:
1) Obtaining rotation angles, assuming that
translation is null and using four points form-
ing a rectangle. 2) Translation and aspect ra-
tio can be obtained using all pattern points. 3)
Distance and distortion can be calculated us-
ing a linear approach. Focal length is resolved
using the Gauss lens model. 4) The intrinsic



parameters not obtained in previous steps are
only allowed to vary in the second loop.

3.7 Zhang's method [11]

This method needs at least three di�erent
views of a planar pattern. Displacements be-
tween these views can be unknown. Lens dis-
tortion is modelled using two coe�cients.

This method comprises the following steps:
1) Projective matrix (Pj) is calculated from
each image. An initial estimate is obtained
using a non-iterative approach. Then the
Levenberg-Marquardt technique is used to re-
�ne Pj where image disparity is minimized.
2) The intrinsic parameters matrix (A) is ob-
tained from the absolute conic (B = A−tA−1),
which is invariant to object displacements.
Two constraints on the intrinsic parameters
are imposed for each image and the equation
system thus obtained is solved using SVD. 3)
Computation of extrinsic parameters (D). 4)
An initial estimate of radial distortion coe�-
cients are calculated using a least squares tech-
nique. 5) All parameters are re�ned using an
optimization procedure that minimizes mean
of image disparity.

4 Experimental results

The experiments discussed in this paper have
focused on characterizing the stability of the
estimation of the model parameters and the
accuracy in the pattern points reconstruction.
These experiments were performed both with
a real camera and with a simulator. Whenever
possible, the original code (i.e. made available
by the author(s) of the respective method) was
used.

Di�erent measures were used in the experi-
ments to estimate the accuracy and stability of
the methods. The global error (2D-Error and
3D-Error) is the estimation of point disparity.
That is the di�erence between real coordinates
and estimated coordinates of points using the
results of calibration. The mean distance be-
tween ground truth value and estimated value
was used to calculate the error in each parame-
ter. We have de�ned the stability of a method

as the constancy of its calibration results when
one parameter or factor changes. The max-
imum di�erence of the values returned by a
method was used as an indicator of the stabil-
ity of that method. The stability of the meth-
ods was studied from two points of view. First,
the stability of intrinsic parameters was ana-
lyzed when the location of the pattern changed
but the camera setup was kept constant. Con-
versely, the variation of extrinsic parameters
was analyzed when the camera setup changed
but the placement of the pattern relative to
the camera was held �xed.

4.1 Experiments with a real camera

As the ground truth values of each parameter
are unknown, only the analysis of stability was
carried out with real data. The camera uti-
lized in the experiments was a Sony EVI-G21,
which has a motorized zoom. This camera
was connected to an Imaging IC-PCI-COMP
digitalizer card. Image resolution was set at
768x576 pixels and the focal length varied be-
tween 4.5 and 13.5 mm (manufacturer data)
due to zoom lens. The auto-focus was disabled
in all of the experiments.

4.1.1 Stability of extrinsic parameters
Four sets of views of a static pattern were used
to establish the stability of extrinsic parame-
ters. The zoom was moved between its ex-
treme values along each sequence.

∆Tx ∆Tz ∆Rx ∆Ry

(mm) (mm) (o) (o)
Linear 7.6 39.3 0.61 0.50
Faugeras 6.0 39.2 0.31 0.39
Ahmed 7.6 38.7 0.61 0.48
Tsai 2.0 25.8 0.14 0.10
Tsai-LM 13.6 39.8 1.12 0.69
Heikkilä 15.4 15.4 1.23 0.74
Batista 1.9 23.1 0.32 0.53
Zhang 11.0 27.8 0.44 0.46

Table 1: Stability of some extrinsic parameters
with real data.

Table 1 shows the mean of the maximum



di�erences of the four sets of views that were
calibrated. It can be observed that, in spite
of the fact that only an intrinsic parameter
was changed, most of the extrinsic parame-
ter showed important variations, especially the
distance to the pattern (Tz).

4.1.2 Stability of intrinsic parameters
Three sets of views with a constant internal
camera con�guration were used to test the sta-
bility of intrinsic parameters. In each sequence
a pattern with 108 points was displaced hori-
zontally.

∆u0 ∆v0 ∆kx ∆ky

(pix.) (pix.) (pix.) (pix.)

Linear 35.2 6.4 16.3 16.7
Faugeras 35.3 6.7 16.3 16.7
Ahmed 35.1 6.4 16.2 16.7
Tsai - - 2213 2257
Tsai-LM 373.8 445.5 117.9 117.2
Heikkilä 124.1 336.1 121.6 123.9
Batista 0.2 0.7 1.0 0.8
Zhang 42.3 18.2 41.7 39.6

Table 2: Stability of some intrinsic parameters
with real data.

Table 2 shows the mean of the maximum dif-
ferences of the results for the three sequences
with horizontal displacement of the pattern. It
can be seen that the intrinsic parameters are
not constant, especially the horizontal compo-
nent of the optic center. It also reveals that
Heikkilä's method and the optimized version
of Tsai's method exhibit considerable variabil-
ity in all the intrinsic parameters. Moreover,
the huge variability of focal length obtained by
Tsai's method is particulary outstanding. Fi-
nally, Batista�s method presents the most sta-
ble results because the majority of the intrin-
sic parameters are estimated in the last step of
the algorithm when the rest of the parameters
have been adjusted, thus this method obtains
results close to the initial guess values.

Figure 2 shows that the variation of the op-
tic center in many methods is directly propor-
tional to the displacement of the pattern on
the screen.

Figure 2: Stability of u0 (u0 = 384pixels) with
real data.

4.2 Experiments in the simulator

When the calibration is performed with real
data, ground truth values for each parameter
of the camera model are unknown so it is im-
possible to determine their accuracy. To over-
come this di�culty, a simulator was developed
using Matlab.

4.2.1 Stability of extrinsic parameters

This experiment was carried out in similar
conditions to a real camera. Low distortion
(K1 = −0.0015 1

mm2 ) and noise level (σ2D =
0.15pix; σ3D = 0.4mm) were injected into im-
ages. Fifty sets of views or sequences of the
pattern were used to eliminate the random ef-
fects of noise. The pattern was kept static
(Tz = 1150mm) and the focal length of the
camera was varied between 4.5 to 13.5 mm in
each sequence.

Table 3 shows the mean of the maximum
di�erences of the �fty sequences that were cal-
ibrated. It can be observed that this result
is very similar to the calibration result of the
real camera. The extrinsic parameters, partic-
ularly the distance to the pattern (Tz), are not
constant.

Moreover, it was observed that all the meth-
ods produced similar levels of global error un-
der these conditions. However, when the er-
ror in each parameter was analyzed separately



∆Tx ∆Tz ∆Rx ∆Ry

(mm) (mm) (o) (o)
Linear 3.1 37.5 0.28 0.15
Faugeras 3.7 37.7 0.27 0.19
Ahmed 3.1 37.7 0.27 0.15
Tsai 2.4 37.3 0.12 0.12
Tsai-LM 11.6 13.9 0.83 0.6
Heikkilä 42 30.7 2.93 1.99
Batista 2.2 9 0.39 0.32
Zhang 18.3 27.6 0.45 0.78

Table 3: Stability of some extrinsic parameters
with synthetic data.

then it was observed that each method ob-
tained di�erent levels of error (Figure 3). Also,
the experiments have shown that there is not
relation between the global accuracy and the
stability of the methods.

4.2.2 Stability of intrinsic parameters
This experiment was carried out in the same
conditions as the previous one. In this case
the camera setup was kept constant while the
pattern was displaced horizontally.

The results are summarized in Figure 4
where the location of optic center varies pro-
portionally to the displacement of the pattern
on the screen. It is observed that Heikkilä's
method and the optimized version of Tsai's
method have the largest variability.

5 Conclusions

This paper has presented the analysis of an ob-
jective comparison of the stability and global
accuracy carried out with eight camera cali-
bration methods that use a pattern as refer-
ence.

Theoretically, when calibration is e�ected
using di�erent views of the same pattern lo-
cated at di�erent places and the camera setup
is constant, the values of the intrinsic pa-
rameters estimated in the calibration process
should be the same. If we consider the experi-
mental results, this assumption does not hold
in practice, which has serious consequences
from a practical point of view. It is possible to

Figure 3: Global and Tz accuracy.

�nd large discrepancies between the obtained
values in the calibration of each view. Similar
conclusions have been obtained with the recip-
rocal situation of a static camera that changes
its internal setup.

The comparison of the methods results in
these experiments have shown that Batista's
method presents, in general, the most stable
results. Tsai�s method has obtained very sta-
ble results for the extrinsic parameters, but
the estimation of focal length is very variable.
Heikkilä's method has obtained the most sta-
ble results in the estimation of Tz, but it has
high variability in the results of the rest of the
parameters.

The experiments have also shown that the
values of the parameters obtained in the cal-
ibration process depend on the method used.
In other words, di�erences exist between the



Figure 4: Stability of u0 (u0 = 384pixels) with
synthetic data.

estimated value for a speci�c parameter ob-
tained by each method, using the same images
to carry out the calibration.

Finally, the error function minimized by the
methods, usually the image disparity, yields
similar error levels with all them. But this
does not guarantee that the parameter esti-
mations converge to the ground truth values,
which is a serious problem if we want to use
the calibrated camera in mobile applications.
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