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Abstract—Currently, the use of hyperspectral imaging (HSI)
for the inspection of microscopic samples in an emerging trend
in different fields. The use of push-broom hyperspectral (HS)
cameras against other HSI technologies is motivated by their
high spectral resolution and their capabilities to exploit spectral
ranges beyond 1000 nm. Nevertheless, the use of push-broom
cameras coupled to microscopes imposes to perform an accurate
spatial scanning of the sample to collect the HS data. In this
manuscript, we present a methodology to correctly set-up a HS
push-broom microscope to acquire high-quality HS images. First,
we present a custom 3D printed mechanical system developed to
perform the spatial scanning by performing a linear movement
that controls the microscope stage. Then, we discuss the most
important characteristics of a microscopic HS system and we
propose an image analysis method able to quantitatively verify
the correct setup of the system prior to acquire high-quality
HS images. Finally, we present a set of images acquired from
real microscopic samples, showing the potential of HSI for the
microscopic analysis.

Index Terms—hyperspectral imaging, microscope, microscopic
analysis, push-broom camera

I. INTRODUCTION

In the last decades, hyperspectral imaging (HSI) has become
a very popular emerging technique employed in numerous
areas and applications. Unlike traditional panchromatic and
multispectral (MS) images, hyperspectral (HS) images offer
high spectral resolution allowing to collect information of
very narrow and continuous spectral bands along the entire
electromagnetic spectrum. This HSI characteristic permits to
reconstruct the radiance spectrum of every image pixel and
consequently, to identify different materials on the basis of
their spectral shape. It makes HSI beneficial for many appli-
cations such as vegetation and water resource monitoring [1],
non-invasive sensing of food-quality [2], geology [3], brain
tumor detection [4], diagnosis of multiple cancers [5], [6],
[7], among-others.

In general, HSI has been more commonly applied to remote
sensing applications. However, the use of HS imagery for
microscopic examination of samples has currently attracted
the attention of many researchers from different fields [8],
such as: mineralogy, for the quantitative analysis of minerals
[9]; artworks [10], to identify and classify different pigments;
smart farming, to evaluate the disease resistant of plants to
different pathogens [11][12]; and medicine, for noninvasive
disease diagnosis and surgical guidance [13] [14].

The most widely used methods to acquire the HS images are
based on push-broom scanners which generate the HS cube in
a line-by-line fashion. This kind of scanners stands as a very
competitive alternative which offers high spectral resolution
with very reasonable spatial resolution. Furthermore, some
regions of the electromagnetic spectrum can only be analysed
using this type of HS systems (e.g. from 1100 to 2500 nm). For
this reason, HS push-broom systems are adequate to evaluate
which spectral range and spectral bands are relevant for a given
application. However, their use in HS microscopic applications
is very limited due to the higher complexity of ensuring high
resolution movements and accurate spatial scanning.

This work is presented as a solution to the limitations
imposed by the push-broom scanners to be properly combined
with microscopic HS imaging systems. To do this, we present
the development of a customized microscope with HS capa-
bilities as well as a general methodology to correctly couple
a HS push-broom camera to a microscope to capture high-
quality HS images.

II. INSTRUMENTATION

In this section, we describe the instrumentation employed in
this study, which is composed by two main parts: the optical
subsystem (composed by both the microscope optic path and
a HS push-broom camera) and the mechanical subsystem,
mainly devoted to perform the spatial scanning in the push-
broom acquisition system.

A. Optical subsystem

The optical subsystem employed in our system consists of
an HS camera coupled to a conventional light microscope.
The microscope is an Olympus BH2-MIJLT (Olympus, Tokyo,
Japan). The main features of this microscope are the dual
illumination mode, which allows the observation both in trans-
mittance and reflectance; the trinocular (BH2-TR3), which
permits the attachment of a C-mount camera; the objective
lenses, which are from the Neo S Plan family (Olympus,
Tokyio, Japan) and with five different magnifications: 5x, 10x,
20x, 50x and 100x. The microscope also provides an in-house
illumination system based on a 50 W halogen lamp.

The push-broom HS camera is the Hyperspec VNIR A-
Series from HeadWall Photonics (Fitchburg, MA, USA),
which is based on an imaging spectrometer coupled to a
CCD (Charge-Coupled Device) sensor, the Adimec-1000m
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(Adimec, Eindhoven, Netherlands). This HS system works in
the VNIR (Visual and Near-InfraRed) spectral range from 400
to 1000 nm with a spectral resolution of 2.8 nm, being able
to sample 826 spectral channels and 1004 spatial pixels. The
HS camera was directly coupled to the microscope using the
Olympus MTV-3 C-mount adapter.

The field of view (FOV) captured by the camera will depend
both on the lens magnification and the sensor size of the
camera, as it can be seen from Equation 1. For this camera,
the pixel size is 7.4 pm, while the overall magnification of the
optical system is determined by the magnification of each lens.
Using this information, we are able to calculate the FOV for
the different magnifications. The theoretical FOV is 1.5 mm,
750.45 and 375.23 pm for the 5z, 102 and 20z magnifications
respectively. As a result, the widths of the push-broom lines
are 1.49 pum, 747.46 nm and 373.73 nm.

Pi e N . .
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B. Mechanical subsystem

A relative motion between the HS sensor and the targeted
sample is needed in order to acquire HS cubes using a push-
broom camera. The quality and limitations of the acquired
images are strongly related to the characteristics of this relative
movement. Due to this reason, a high effort has been made in
this work in order to achieve good movement conditions.

In our acquisition system (Fig. 1), the HS sensor remains
motionless, placed over the microscope, while the sample to be
scanned is moved taking advantage of the microscope moving
platform. By default, the movement system of the microscope
is a manual one, in which two little handles can be manually
rotated for moving the sample in the X and Y directions using
two rack and pinion gear mechanisms. A stepper motor was
set up for driving the handle corresponding to the X direction.
By doing so, the movement in the X direction was turned into
an automatic one, which can be controlled from the computer
in order to synchronize the sample movement with the sensor
acquisition process. The stepper motor is controlled using a
DRV8825 driver plugged into an Arduino UNO board, which
communicates with the computer through the USB serial port.
The stepper motor was mechanically fixed using a custom
3D printed mechanism that includes pulley transmission and a
planetary reduction, as it can be seen in Fig. 1. The main goal
of this mechanism is to fulfill the mechanical requirements
imposed by optical resolution of the optical system.

For the acquisition of HS images in this work, the HS
camera is continuously capturing frames, while the sample
to be scanned is moving in the X direction according to the
motor steps. Two important mechanical restrictions must be
fulfilled to acquire high-quality HS images using this kind
of scanning. First, the resolution of the mechanical movement
system must be considerably higher than the optical resolution,
being the mechanical movement of the sample perceived
as a continuous and uniform displacement by the scanning
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Fig. 1. Acquisition System. 1) VNIR HS camera. 2) Controller of the
mechanical system. 3) Camera alignment mechanism. 4) Stepper motor
for controlling the sample movement. 5) Custom 3D printed transmission
mechanism. 6) Microscope handles for manual movements. 7) Microscope
rack and pinion gear mechanism. 8) Stepper motor. 9) Planetary reduction.
10) Pulley reduction.

sensor. On the contrary, there will be gaps between subsequent
acquired frames. Secondly, the stepper motor rotation speed
has to be neither too high nor too low, so it can efficiently
work, avoiding vibrations and overheating. The required motor
rotation speed will depend on the mechanical resolution and
the linear speed at which the sample has to be moved. This
linear speed is determined by the optical resolution and the
frame rate at which the sensor is capturing the data.
Generally, the linear movement of the sample is proportional
to the movement of the stepper motor, multiplied by the
transmission ratio of the system (7' Rgystem), as shown in
Equations 2 and 3, where Diipear refers to the linear distance
that the sample is moved for each motor step, and Slipear 1S
the linear speed at which the sample is moved according to
the rotation speed of the motor, measured in steps per second.
M SPR refers to the number of steps per motor revolution.

1
Diinear =T Rgys vapn . @
( /step) system /rev)
mm /step mm/rev MSPR(Step/rev)
Slinear(mm/sec) = Dlinear(mm/step) ’ SrOtation(ﬁtePS/Sec) (3)

Due to the mechanical requirements for acquisition systems
based on push-broom cameras, a mechanical system able to
accurately move very short distances and at a very low but
continuous and uniform speed is required. Hence, according
to Equations 2 and 3, a small T'Rgycem value is desired, as
well as a high M SPR one. In particular, the selected stepper
motor has 400 steps per revolution. Additionally, the DRV8825
driver is able to increase the stepper motor resolution (steps
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per revolution) by introducing micro-steps up to a maximum
of 32 micro-steps per motor steps. Accordingly, the minimum
MSPR for our motor is 400 steps per revolution and the
maximum one is 12,800 steps per revolution.

The T Rgystem can be depicted as shown in Equation 4,
where T'Rpjanetary refers to the transmission ratio of the
planetary reduction placed after the motor, T'R,j1cy refers to
the transmission ratio of the pulley reduction placed between
the planetary reduction and the microscope handle, and T'Rgca,
refers to the transmission ratio of the microscope rack and pin-
ion gear mechanism, measured in millimeters per revolution.
The transmission values that corresponds to the custom 3D
printed parts are T Rplanctary = 1/5 and T Rpuiey = 16/64.
The transmission ratio of the rack and pinion gear mechanism
is 42 millimeters per revolution (28 teeth with a pitch of 1.5
millimeters). This results in a considerably small transmission
ratio (T'Rgystern = 2.1 millimeters per revolution). Addition-
ally, more than one planetary reduction can be stacked together
for obtaining extra 1/5 reductions.

= TRplanetary : TRpulley ‘TR

TRSyStem(mm/rcv) gear (mm /rev)
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According to these values, the mechanical resolution of the

system is 164.0625 nm per motor step. This means that the

minimal distance that the sample can be moved iS Dijnear =
164.0625 nm.

C. Calibration instrumentation

In our methodology for setting up a HS/MS push-broom mi-
croscope, we employ a microscope calibration slide composed
by four different parts: a single axis micrometer scale, a dual
axis micrometer scale and two dots with different diameters.
The single axis micrometer scale has a length of 10 mm with
divisions of 0.1 mm, numbered from 10 to 1. The dual axis
scale ranges in 0.01 mm each division, having also additional
markers which facilitate measurements of 0.05 mm. Finally,
the diameter of the target dots are 0.15 mm and 0.07 mm,
respectively.

III. METHODOLOGY

In this section, we present a methodology for quantitatively
verifying the correct set up of the entire HS microscopic
system based on image analysis methods.

A. Empirical assessment of the optical resolution

In this section, we aim to determine the effective FOV
measured by the HS camera, which also will reveal the width
of the push-broom line. This measure allows to determine the
proper scanning speed. For this step, the HS camera should
be correctly aligned in order to avoid undesired measurement
errors. For the FOV measurement, both the micrometer ruler
and the dual axis scale from the calibration slide are employed.
Using both calibration targets, it is possible to record images
where the distance between lines is known, and hence we can
estimate the effective FOV of the camera by performing image
analysis over these targets. Fig. 2a represents the push-broom

frame from a calibration target, where the distance between
lines is known.
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Fig. 2. Micrometer ruler for spatial resolution determination . a) Push-
broom frame corresponding to the micrometer scale profile, where the X
axis represents the number of pixels of the line and the Y axis represents the
spectral bands. b) Distance calculation based on the ruler’s profile derivative.

Our image analysis approach has the goal of determining
the distance (in pixels) between two consequent lines by
finding the edges of the ruler lines, and then counting the
pixels between edges in order to estimate the FOV. To this
end, we first extract the spatial ruler profile from the push-
broom frame. Then, the edges of such frame are identified by
calculating the first derivative of the ruler profile. The ruler
profile derivative is shown in Fig. 2b, where the positive peaks
correspond to the rising edges, and the negative peaks to the
falling edges of the ruler profile.

These positive and negative peaks were identified setting a
threshold (red line in Fig. 2b) and then, the mean distance (in
pixels) between two consecutive peaks of the same sign was
estimated. Using this distance, the pixel size and the FOV was
calculated.

The estimation of the FOV was carried out for three
different magnifications (5x, 10x and 20x), and the micrometer
scale allows to measure three different distances (0.1 mm, 0.05
mm and 0.01 mm). Prior to show the experimental estimation
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of the FOV for each magnification, some considerations should
be highlighted. First, although the calibration slide allows
measuring three different distances, the width of the line for
0.05 mm and 0.01 mm divisions keeps constant. For this
reason, measures using the 0.01 mm ruler are highly biased
by the line width. For an adequate FOV estimation using this
methodology, the micrometer ruler should present a low line
width compared to the distance between consequent lines.
Using this methodology, an agreement between the estimated
FOV using Equation 1 and the measured FOV using the ruler
profile was found, as we can notice from results collected in
Table I.

Distance (mm) | 5x (um)  10x (um)  20x (um)

0.1 1,470.62 733.94 366.30

0.05 1,492.58 738.01 368.32

0.01 1,538.53 800.00 392.16

Theoretical 1,500.00 750.46 375.23
TABLE T

MEASURED FOV PER EACH MAGNIFICATION

B. Empirical assessment of the mechanical movement preci-
sion and repeatability

As described in Section II-B, the mechanical resolution of
the system is a critical characteristic for being able to acquire
high-quality HS images. Due to this reason, a stepper motor
was set up in the microscope using a custom 3D printed
mechanism for automatically controlling the sample movement
and theoretically achieving a very high movement resolution
(Dhinear = 164.0625 nm). In on order to verify the precision
of the developed mechanism as well as its repeatability and
tolerance, the linear displacement of the microscope stage
in the X direction when rotating the motor 200,000 steps
was measured using a digital caliper gauge. For doing so,
the digital caliper gauge was installed also using custom
3D printed parts (Fig. 1). Using this set up a set of 10
measurements were taken. The average distance obtained was
32.94 mm with a standard deviation lower than the 0.3%.
According to this value, the minimal distance that the sample
could be moved (mechanical resolution) is 164.705 nm. As it
can be observed, this value is very closed to the theoretically
calculated one (Djipear = 164.0625 nm), being the difference
lower than the 0.5%.

C. System speed and alignment calibration improvement

The scanning process can produce some morphological
deformations in the captured HS images of the samples. For
this reason, both the scanning speed and the alignment be-
tween the sample and the camera must be correctly configured
prior to the acquisition of the HS images. At this stage
of the calibration process, the HS camera was aligned by
visual inspection. The pixel size was also calculated using
the methodology described in Section II-A. Additionally, the
spatial resolution of the system was also known (calculated in
Section II-B). Using the pixel size, the mechanical resolution
and the capturing frame rate of the HS camera (40 ms),
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the required motor rotation speed can be calculated using
Equation 3, as it was described in Section II-B. Hence, HS
images with relatively good quality should be obtained using
this set up. Nevertheless, one extra stage was carried out
in order to improve and/or verify the correct execution of
the previous calibration stages. In this calibration stage, the
entire acquisition system (microscope, camera and movement
mechanism) was considered as a whole. The goal is to capture
an image of a circle of the calibration slide and evaluate
its spatial appearance in order to determine possible camera
misalignment’s and/or not optimal movement speeds.

When the image of the calibration slide circle dot is captured
at the correct speed, its shape perfectly corresponds with a
circle. However, when the speed is too high or too low, its
shape seems like an ellipse. Additionally, when the camera is
not correctly aligned, the circle seems to be slightly rotated.
However, this effect can be better perceived when the speed
is too low and the circle seems outstretched. Accordingly, in
order to verify the correct alignment of the camera, a low
speed was forced in this experiment.

Despite a relatively good assessment of the correct system
calibration can be done by visual inspection, an automatic
methodology is proposed in order to make it in a more
precise and rigorous manner. For such purpose, the circle (or
ellipse) eccentricity is used together with a principal com-
ponent analysis (PCA) method. This automatic methodology
is described as follows. First, the image from the circle dot
is binarized, generating a single 2D binary image where
the pixels corresponding to the circle are labeled as 1 and
the background pixels are labeled as 0. Then, a 2D PCA
is computed over the binarized circle image. This analysis
provides two eigenvalues, corresponding to the directions of
the longest and shortest axes of the ellipse (Amax and Amin),
as well as their corresponding eigenvectors, which conform
the rotation matrix, as shown in Fig. 3.

Vo

v

X Vi
v

Fig. 3. Principal component analysis of the pixels that conform the ellipse. X
represents the sample moving direction. V1 and V2 represent the eigenvectors
corresponding to the Amax and Apin eigenvalues, respectively. o represents
the rotation angle.

The final goal of this methodology is to verify a correct



1.6 Communication technologies for smart farming IT

configuration of both the scanning speed and the camera align-
ment. Regarding the scanning speed assessment, when captur-
ing a circle using the optimal speed, the obtained eccentricity
should be 0. The eccentricity of the ellipse can expressed
in terms of its major and minor (Ppax and Pni,) axes as
shown in Equation 5. In order to simplify the calculations,
the two eigenvalues extracted in the previous stage are used
to calculate the eccentricity, as shown in Equation 5, taking
advantage of the fact that (¢min)2/ (¢max)2 =\

min/)\max'

(¢m1n)
T (Gmax)?

For the assessment of the alignment, the rotation angle
calculation based on the PCA analysis was used. Using the
first eigenvector of the rotation matrix, V7, which corresponds
to the first eigenvalue, the “counterclockwise” rotation angle,
with respect to the X axis, «, was calculated as shown in
Equation 6. For simplicity, we considered the first eigenvalue
as the largest one, and hence, the rotation angle can be
represented as shown in Fig. 3. This angle is equivalent to the
camera misalignment. If the obtained angle value is 0 or 90 it
means that the HS camera is perfectly aligned. Notice that for
making this calculation it is better to set a relatively low speed
in order to obtain an outstretched appearance of the ellipse,
being O the desirable angle value. If a relatively high speed
were used, the desirable angle value would be 90. It is also
important to highlight that the axis are rotated 90 clockwise
so that the X axis of the captured image corresponds with the
sample moving direction (X).

1_ )\min (5)

)\max
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a) e=0.24 b)

e=10.65 oa=+89.5

e=093 oa=+0.26 d) e=065 oa=+19.9

Fig. 4. Real examples of the results provided by the described methodology.
a-c) Examples of different scanning speed configurations (camera aligned).
d) Example of misalignment between the camera and the microscope (bad
scanning speed configuration)

Fig. 4 displays a set of example HS images of the black dot
sample collected by the system, as well as the alignment and
eccentricity values provided by the described method. First,
the influence of the mechanical scanning speed in the captured
images is shown in Fig. 4a to 4c. For such images, the HS
camera and the microscope were correctly aligned prior to
acquisition. Fig. 4a presents the situation of an image captured
using the optimal scanning speed, while Fig. 4b and Fig. 4c
show images acquired with lower or faster speed, respectively.
In this example we show how the eccentricity can be used as
an indicator of a correct speed scanning. Furthermore, Figure
4d displays an scenario where a misalignment between the
HS camera and the microscope was forced. To highlight the
misalignment, this image was captured using a low scanning
speed. In this results it is possible to observe how the rotation
angle of the described methodology can be used to ensure the
correct alignment of the system.

IV. EXPERIMENTS AND RESULTS

The preliminary results obtained with the developed HS
microscopic system are presented in Fig.5, where the synthetic
RGB representations of the HS cubes obtained from a micro-
scopic slide sample at different magnifications are presented.
The specimens under evaluation are prepared slides from
Brunel Microscopes (Brunel Microscopes, Wiltshire, U.K.),
Specifically, a pine stem sample (BSI7 Stem Structure) was
captured.

Fig. 5. RGB representation of the H data collected using different magnifica-
tions for the pine stem sample using different magnifications. a) 5x. b) 10x,
¢) 20x

For the 20x magnification images, where the smallest details

of the stem sample are able to be observed, we select a few
amount of pixels from the HS cube and we represented the
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spectral signatures of such pixels. Such spectral signatures are
shown in 6, where different parts of the Pine Stem present
different spectral signatures.

Transmittance

0
450 500 550 600 650 700 750
Wavelength (nm)

e)

800

Fig. 6. Spectral signatures present in the pine stem sample.(a-d) Regions of
interest where we select some pixels in different colors from the 20x sample.
e) Spectral signatures corresponding to the pixels highlighted in (a-d).

V. CONCLUSION

In this research we present a custom low-cost mechanism
able to be attached to a conventional microscope in order
to perform the spatial scanning required by HS push-broom
cameras. In addition, we propose an image analysis method to
retrieve information from any microscopic HS system based
on a push-broom camera and also a methodology to verify
that both the speed and the alignment are correct, ensur-
ing images presenting no morphological distortions. Finally,
we show some examples of HS images from a pine stem,
showing differences between the spectral signatures of the
different components of the image. This work is intended
to provide a general framework to configure the parameters
of a push-broom HS based microscope for acquiring high-
quality images. Future works related to the instrumentation
will be focused in using this methodology to compare our
custom scanning system with a commercial one. Nevertheless,
the work presented herein is the first stage on the capture
process of samples for smart farming applications, such as the
detection of diseased plants.
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