Monolithic neural networks and end-to-end training have become the dominating trend in the field of deep learning, but the steady increase in complexity and training costs has raised concerns about the effectiveness and efficiency of this approach. We propose modular training as an alternative strategy for building modular neural networks by composing neural modules that can be trained independently and then kept for future use. We analyse the requirements and challenges regarding modularity and compositionality and, with that information in hand, we provide a detailed design and implementation guideline. We show experimental results of applying this modular approach to a Visual Question Answering (VQA) task parting from a previously published modular network and we evaluate its impact on the final performance, with respect to a baseline trained end-to-end. We also perform compositionality tests on CLEVR.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Deep learning has been demonstrated to be a powerful part of machine learning, enabling the automatic discovery of complex patterns in data and as a result finding solution to problems that had previously been considered very difficult to solve or computationally unfeasible. As the research community teases the limits of this approach, the predominant trend is to design and train new monolithic neural networks for each new task, conducting the training in an end-to-end fashion.

The steady increase in complexity of these tasks has made the amount of resources invested in training neural networks a growing concern. A recent work of Strubell et al. (2019) analyses the training cost of state-of-the-art NLP models and reports CO2 emissions equivalent to those of a trans-American flight. It also points out that the training cost represents only a little fraction of the total development cost, as the greater part falls into hyper-parameter optimization. This not only damages the environment, but also imposes access and creativity barriers to underfunded researchers. Therefore, prioritizing the computational efficiency over brute performance has often been recommended.

Guidelines of software engineering encourage the design and development of modular systems, which favour understanding, maintainability and reusability: this seems to be the key towards generalization in neural networks as well (see Bahdanau et al., 2019; Cai et al., 2017). In this paper, we elaborate on the meaning of modularity and compositionality within neural networks and how they can be leveraged to build neural modules that can be trained independently and assembled, while showing a highly compositional behaviour. Our main contributions are as follows:

- Taxonomy of compositional dependencies in the context of independent modular training and their corresponding solutions.
- Methodology for the implementation of modular interfaces with neural data types.
- Definition of Learning by Role as an essential mechanism for injecting behaviour into modules.
- Introduction of surrogate gradient modules for training neural modules under indirect supervision.
- Methodological recipes for making a modular neural network meet compositionality requirements.

We exemplify and validate all points mentioned above on a case study focused in the Visual Question Answering task (VQA, Antol et al., 2015), based on Neural Module Networks (NMN, Andreese et al., 2016). We also perform further compositionality tests on the synthetic CLEVR data set (Johnson et al., 2017).

The paper is organized as follows. In Section 2 we introduce modularity and compositionality for neural networks. Section 3 describes the modular training approach. In Section 4 we comment on previous work related to our own. Experimental results are presented in Section 5. In Section 6 we show our conclusions and we discuss implications and future work.
2. Modularity and compositionality

Modularity and compositionality are two different concepts, closely related, but whose implications depend heavily on the context in which they appear. As a result, in the field of deep learning, there has been certain amount of confusion in this regard and there has also been an important debate about the actual meaning of compositionality within neural networks (Hupkes et al., 2020). We provide a definition of modularity and compositionality as they should be understood within this article.

Modularity is a structural property that states that a system is composed of several parts, each one with its own functionality, with the purpose of easing implementation and maintenance. On the other hand, compositionality is a functional property that describes how well these parts can be rearranged while maintaining their original purpose to produce regular and predictable outcomes.

Artificial neural networks are modular in their structure and modern implementation of common neural layers and architectures benefit from that aspect in order to provide frameworks that are both easy to use and maintain (Abadi et al., 2015; Jia et al., 2014; Paszke et al., 2019). However, this kind of modularity does not transfer by any means into compositional behaviour. Montague (1970) defines compositionality as the algebraic capacity to understand and produce novel combinations from known components.

Good software design rules of high cohesion and low coupling can therefore be extended to differentiable programming, being the design and optimization the main sources of cohesion and coupling, respectively. Modules trained jointly might overfit to all kinds of interrelations and give raise to undesired emergent behaviours (Jacobs, 1990), preventing the compositional behaviour when assembled in layouts not seen during training. In this sense, there exists a family of neural architectures that, being built with functional modularity in mind, seek compositionality by design (see Socher et al., 2013): NMN define a set of neural modules, with possibly different module architectures and capacities, which are assembled in different layouts depending on the instance. Modules are then trained using backpropagation through structure (Goller & Kuchler, 1996). It is within this context and for this family of neural architectures that we propose this methodology.

In addition, modularity paves the way for a systematic exploitation of the divide and conquer strategy, solving complex tasks gradually and focusing efforts and resources in a more efficient way. The practice of reusing components, very common in software engineering, but still poorly exploited within neural networks, would extend further than the mere application of transfer learning to embedding layers. Modular and composable neural networks enable a new fully modular paradigm, where modules can be reused in all sorts of tasks, stimulating the creation of neural module libraries and even allowing to build new neural networks without the need for conducting end-to-end training.

How to train such modules is still an important challenge, however. At first glance, it is not easy task to find a general training recipe, therefore it is highly relevant to establish a methodology that facilitates the spread and adoption of the practice.

3. Modular training

In contrast to the well-known joint training process, modular training aims to independently train neural modules. The goal is to be able to train any module in the network, regardless of its role or interactions with other modules, in a way that all the advantages of the compositional modularity can be exploited. Ideally, there would be a data set for each module, where inputs are paired with their corresponding expected outputs, but this is rarely the case and keeping to the fully supervised training involves the end-to-end training of multi-module assemblies. Although this latter option is a valid strategy for avoiding monolithic end-to-end training, there are further factors to take into account.

It is well known that neural networks can overfit to spurious patterns in data and even interactions between different parts of the network (Novak et al., 2018). We aim to prevent such undesired emergent behaviour – or coupling – by identifying input dependencies and availability of supervision signal.

3.1. Compositional dependencies

We have identified five main types of cases regarding dependencies that may appear during modular training. Two of them are related to the availability of input data, two others have to do with the quality of the gradient reaching the module and the fifth case is a dependency that arises from the interaction between different outputs.

- **Decoupled input.** The module’s input does not depend on other modules, nor can it be obtained independently. This is often the case of input modules, which receive raw data directly from the data set and are the first operation in the pipeline.
- **Dependent input.** The module’s input comes from other modules and cannot be obtained by other means. This creates a sequential dependency, in a way that the corresponding input modules must be trained beforehand.
- **Direct supervision.** There is a loss function that can be computed directly over the module’s output in order to guide the training, either because the module gives the final output, there are traces available or there is an ad-hoc or heuristic training loss.
- **Indirect supervision.** There is insufficient learning signal or no direct connection between the module’s output and a loss function. In a joint training scenario, this would typically be the case of non-final modules, which commonly receive gradient through the output modules.
- **Codependent gradient.** The module’s output interacts with other output values in a way that cannot be characterized as ensemble averaging. This means that a non-trivial interaction arises, which affects the values returned by the loss function and therefore, the function learned by each module taking part in the interaction.

Fig. 2 shows an example of a modular neural network – formed by an assembly of four distinct neural modules – in which all five mentioned scenarios occur. In this example, we suppose having a data set for the task that is carried out by the entire assembly, mapping inputs to expected outputs or labels. That being the case, modules with decoupled input (A and C) do not require any special treatment in this regard and can use the input as is from the dataset. Modules that provide the final output or contribute to it in an ensemble-like fashion (D) are said to have direct supervision and can receive a good learning signal in the form of gradient, which may just be computed as any kind of loss function over the output and its corresponding label.
However, cases of dependent input and indirect supervision do require special consideration. Modules that take other modules’ output as input introduce sequential dependencies during training and cannot be learned until those dependencies are solved (B depends on A, and D on B and C). For such cases, we propose the creation of intermediate data sets that represent the relation between those intermediate outputs and the labels, thus avoiding the need for executing input modules after they have been trained.

In contrast, modules A, B and C may present cases of indirect supervision, and these are not straightforward to solve. In the absence of any kind of loss function for the module being trained, an alternative loss or task must be provided in order to generate some kind of gradient that is capable of guiding the module’s parameters to a valid configuration (weak or self supervision is an option). In Section 3.3 we propose the leverage of an auxiliary module to enable modular training in an indirect supervision scenario whilst keeping the compositional properties of the module being trained.

Cases of output interdependence may arise anywhere where two or more outputs are put together (before input of module D). In a best case scenario, outputs of B and C are concatenated or expected to be parts of a redundant ensemble, thus enabling independent training. In a worst case scenario, outputs would be so entangled that both modules should be trained jointly. Between these two extremes, sequential training can be one of many tools to be leveraged (see case study in Section 5.5).

3.2. Modular interfaces and neural data types

Well-defined interfaces ease scaling and addition of functionality without interfering with existing functions or forcing a redesign of the system. In this section we will comment on the desired qualities of a neural data type in order to avoid inter-modular dependence and favour compositionality and generalization.

Although modular training prevents inter-modular coupling, which is expected to appear in an end-to-end training, the choice of data representation can still give rise to input dependencies if modules are trained sequentially. Modules may overfit to input centring, scale or other manifold-related aspects (Novak et al., 2018).

Differently from the ordinary practice, we aim to achieve compositionality when transferring the modules to new architectures too. In order to provide guarantees of compositionality, module inputs and outputs cannot depend on the module implementation, but on a shared specification. Unlike previously published neural modules, which produce non-typed representation vectors, a compositional neural module must output meaningful data that is consistent with the module’s task and the use that will be made of it. In this regard, the neural data type must specify – to the fullest extent possible – the output domain and its expected manifold or distribution.

Finally, the universal approximation theorem (Hanin & Sellke, 2017; Lu et al., 2017) states that neural networks work arbitrarily well at interpolating, but provide no guarantees in the extrapolation regime. Bounded input values help keeping the network in the interpolation regime and avoid off-distribution issues (Gleave et al., 2020). One of the best examples of this quality is presented by Cai et al. (2017), where they give generalization guarantees for the first time in the field of neural networks. This motivates us to propose additional constraints related to boundedness.

Approximations to neural data types have been leveraged in the past without explicit consideration; for example in the gating units of Long Short-Term Memory networks (LSTM, Hochreiter & Schmidhuber, 1997) or flags in general (Reed & De Freitas, 2015), softmax outputs interpreted as probability mass functions or attention mechanisms and latent variables in generative adversarial networks (Brock et al., 2019, Appendix E). Among these cases we find output values confined to a bounded space, with a well-defined meaning (gate or probability mass distribution) and sometimes further manifold related restrictions (values adding up to 1 or coming from a Bernoulli distribution).

Implementation of neural data types therefore is to be done at every module’s output and it can be achieved via two different types of constraints:

- Domain related or hard constraints: they set the range of the output values via clipping or activation functions. All output values will therefore remain in the domain by definition.
- Semantic or soft constraints: they determine the expected manifold for the output tensor. Some semantic constraints may be implemented as activation layers like softmax or normalization layers, but usually no guarantee can be given that output data will lie in the expected manifold. In such cases, the module is encouraged to comply with the semantic constraints through a training loss, either from labelled data, a heuristic loss, a discriminator or any other kind of auxiliary training module (see Section 3.3).

Differentiability is an additional requirement, given that we aim to train the module with gradient descent. However, this aspect of the data type is temporal and mainly useful during training, as there is a priori no need to propagate gradients through modules afterwards. For later modular use, generalization might be favoured by exploiting discrete or quantized output values.

3.3. The surrogate gradient module

In a scenario of indirect supervision, where insufficient or no direct supervision is available, we hypothesize that an effective training gradient can be obtained by letting an auxiliary module bridge the gap between the module’s output and the nearest loss function (see Fig. 3). We call it the surrogate gradient module, as its goal is to help train the module independently by approximating the gradient needed for that matter, using the least amount of computational resources possible.

Surrogate models are commonly used in science and engineering for approximating the input–output behaviour of an expensive simulation or a system that cannot be easily measured (Jin, 2011; Queipo et al., 2005). For our part, we think of the surrogate gradient module as a way of approximating the gradient that a module would receive during an end-to-end training. From this premise, in our case, the incentive is not to model the actual input–output behaviour of the neural network between the module and the supervised point, but rather to model its input–gradient behaviour.

This goal is supported by the following desiderata: (i) availability of gradient at the module’s output; (ii) compliance of the
trained module's output with the module's target data type, lying in the desired domain and manifold; (iii) final behaviour as is expected, as if the module had learned in an end-to-end fashion. Note that if we were only interested in independent training, the point (ii) would be useless, but it is of high relevance for obtaining a generalizing compositional behaviour (Cai et al., 2017; Lu et al., 2017).

We envision the surrogate gradient module as a minimalist surrogate architecture that processes the trained module's output and connects it with the next supervised point available in a meaningful way. Its purpose is not to achieve the best performance in the final end-to-end task, but rather to be the least complex pipeline representing the output data type's restrictions and relation to the supervised value. From this premise, we expect that such an auxiliary module may make the trained module converge to a point close to its optimal configuration. We base this vision on the ability of learning by role.

### 3.3.1. Learning by role

Learning by role is an emergent learning phenomenon that has frequently, yet quietly been showcased in the literature. Andreas et al. (2016) described it as when a part of the neural network acquires its behaviour as a byproduct of the end-to-end training procedure. We therefore have named it after Role Play, the equivalent technique from the field of language learning (Ladousse & Maley, 1987), where students are given a simulated scenario to develop a set of skills within a safe environment.

According to learning by role, each part of the network learns to do its best within the realm of scenarios it is allowed to express itself in. Early examples could be seen in convolutional neural networks, where the detection tasks that each unit can learn is determined by the features available at each layer (Yosinski et al., 2015). This purely functional role contrasts with other early cases, like forget gates in LSTM, where the interaction between these units and the memory is carefully designed and acts as a hard constraint, limiting the function domain to forgetting-related tasks (Hochreiter & Schmidhuber, 1997). Later on, generative adversarial networks showed that learning by role could go further by combining both domain and semantic role constraints, this time in the form of the generator's architecture and a discriminator, respectively (Goodfellow et al., 2014). However, one of the latest examples of learning by role in modular networks is presented in NMN, in which modules are not only designed to perform well in certain tasks, but also converge to the target behaviour as a consequence of the place they take in the network layout and the samples they are used for (Andreas et al., 2016; Hu et al., 2017).

### 3.3.2. Design considerations

Although the surrogate gradient module is not conceived to achieve any useful degree of task performance, we hypothesize that we may interpret its loss or accuracy as a relative improvement indicator. We provide an empirical proof of this hypothesis in Section 5.3. Nonetheless, it is also important to determine if the value given by the surrogate gradient module can be trusted. This is mainly an issue in the early stages of training or in the case of poorly configured hyperparameters, when the surrogate gradient module might be brittle, or not trained well enough. That is why we recommend computing its predictive uncertainty during validation, as done by Gal and Ghahramani (2016).

The design of a surrogate gradient module is an engineering task that has to be done ad-hoc for each case. Luckily, domain constraints and maybe some semantic constraints are already implemented as part of the output data type, but even so, the designer must consider the targeted role of the neural module, as well as its output specification and how the neural module's output relates to the supervised point. However, due to the uniqueness of this task, we can only provide general indications for its design:

- The architecture has to transform the neural module's output into the supervised data.
- It must not do it in a random way, as doing so would miss the point and would probably drive it to overfitting the surrogate task.
- The transformation has to make sense and be consistent with both output and supervised data types. Supervised data type must be built following the rules in Section 3.2.
- All qualities of the module's output data type should take part in the transformation in order to make all of them participate into the learning by role and contribute to shaping the data type.
- The surrogate gradient module will be discarded after training, therefore it is recommended to make it lightweight in order to spare resources.

### 4. Related work

Traditional understanding of modularity in neural networks has been centred on ensembling methods, considering several ways to partition the input space for the sake of redundancy, or delegating partitions among modules (Chen, 2015). Moreover, this notion of modularity does not consider functional compositionality.

Modern approaches extend the application of modularity to the functional level, building in this way a modular architecture or pipeline where compositional behaviour naturally emerges. A common scheme is to divide the architecture into several functional modules and a controller. Most memory networks rely on this scheme, having a controller making use of handcrafted memory modules like a stack (Grefenstette et al., 2015; Joulin & Mikolov, 2015), a tape (Kurach et al., 2015) or an associative memory (Danhelka et al., 2016; Graves et al., 2014, 2016). Aside from this, Vénia et al. (2019) uses a controller for dynamically adjusting the network complexity and Kirsch et al. (2018) leverages it for reusing modules across layers, thus working like a mixture of experts (Jacobs et al., 1991) in which input and output spaces are equally sized. However, all these networks conceive modules with a very low cohesion and high coupling. More complex and heterogeneous layouts can be found in Andreas et al. (2016). There are also domains in which the layout is basically given by the problem instance, often in tree shape and with a single module instance (Silver et al., 2016; Socher et al., 2013). These examples set a strong foundation and serve as inspiration to our research, although they all train the modules jointly in an end-to-end fashion.
Modular training has been previously performed by Cai et al. (2017), providing guarantees of perfect generalization for a Neural Programmer Interpreter (NPI, Reed & De Freitas, 2015) by means of a recursive approach and a fully supervised modular training. A later study by Castillo-Bolado et al. (2019) analyzes training statistics and generalization capabilities of a modularly trained neural network, it also gives hints for designing modular neural networks. Both rely on the availability of traces for conducting a fully supervised training and have been tested on synthetic tasks. Synthetic gradients (Jaderberg et al., 2017) enable asynchronous training of blocks in a neural network, thus achieving a certain degree of decoupling, but they are not intended to work as a completely decoupled training method. Gupta et al. (2020) highlight the difficulties of jointly training a highly nonlinear modular network, they leverage auxiliary losses and heuristics and suggest the pretraining and reusing of modules.

Models intended to solve VQA tasks usually rely on architectures with a high degree of modularity, in which composition is favoured and often pre-trained modules come into play (see Hu et al., 2017; Yu et al., 2019). In fact, Yu et al. (2019) won the first place in the VQA Challenge 2019 with a modular architecture and both two first models use a pre-trained BERT model (Devlin et al., 2018) as a text feature extractor. Nevertheless, the majority of the modular architecture is still trained end-to-end and the role of the pretrained modules is merely to generate a rich representation of the data. Modules are also designed with very low cohesion and high coupling, as is more suitable to train end-to-end. Singh et al. (2018) provide a modular framework for vision and language multimodal research, but it is intended for bootstrapping design and it relies on joint end-to-end training and posterior ensembling.

5. Experiments

Our experiments are focused in testing the feasibility of the modular training approach on an existing modular neural network and measuring the impact it has on several training and performance statistics. We base our case study in the first implementation of NMNs, which was designed for solving the VQA v1 task.

We compare the network trained end-to-end to two different approaches to modular training: with and without adjusting the original design. We run a random hyperparameter search for the end-to-end network, as well as for every neural module, consisting of 50 evaluations each. Moreover, we analyse these results to assess the performance of distinct modules of the network and discuss its relevance towards the final accuracy.

Finally, we adapt the VQA v1 implementation to the CLEVR data set in order to conduct compositional tests. The code for replicating the experiments can be found at https://github.com/dcasbol/dnmn.

5.1. Case study: Neural module networks and VQA

Neural Module Networks (NMN) is a class of neural architectures introduced by Andreas et al. (2016) in which the neural network is formed by a set of composable neural modules that are assembled specifically for each input sample. These modules are designed with different architectures depending on their expected functionality, but they also learn different functions by role as a consequence of the end-to-end training (example layout in Fig. 4).

For this paper, we wrote a PyTorch (Paszke et al., 2019) implementation based on that original version and we took it as a starting point for implementing and testing our modular approach.
5.2. Implementing a surrogate gradient module

The case study presents a typical case of indirect supervision when training the Find module. Its input comes directly from the pre-trained VGG16 network, but there is no loss function that we can directly apply over the module’s output.

Instead of generating training labels or leveraging other training techniques with low supervision requirements, we can implement here a surrogate gradient module. We also impose a low-complexity constraint for proving that no high end-to-end performance is required to approximate the gradient (see Fig. 6). We accomplished this by factorizing the weight matrix of the fully connected layer into two smaller matrices. Being $W \in \mathbb{R}^{N \times M}$, we let it be built as a multiplication of two matrices $W_A \in \mathbb{R}^{N \times L}$ and $W_B \in \mathbb{R}^{L \times M}$, where $L \ll \min(N, M)$.

The surrogate gradient module helps training the neural module by imposing restrictions over the neural module’s output that are equivalent to those encountered during the end-to-end training. In other words, the surrogate gradient module must consider data types to make a meaningful use of the module’s output.

In the particular case of the module Find, the original output data type is a heat map of unnormalized attention. That is, a 2D map of positive unnormalized values that are intended to function as an attention map. In the original implementation, this output may be used directly to answer yes/no questions or as an input for an attention mechanism over the VGG16 features. The surrogate gradient module has to mimic this behaviour if we expect the neural module to work well when fitted into the full architecture.

5.3. Validation of the surrogate gradient module

In Section 3.3 we propose the use of a surrogate gradient module to train a neural module in a scenario of indirect supervision and we hypothesize that the loss value obtained from the surrogate gradient module is an indicator of the actual module’s performance. In order to validate this hypothesis, we have measured the correlation between the mean validation losses of the surrogate gradient module and the complete network.

We designed this experiment in three parts. First, we used the surrogate gradient method to train $N = 100$ Find modules with randomly chosen hyperparameters and for a random set number of epochs. We thus generated $N$ neural modules with different degrees of performance and recorded their surrogate loss and the predictive variance during validation.

Secondly, from this set of trained modules, we discarded all modules that resulted in a predictive variance over 0.0025 on the output softmax domain ($2\sigma = 0.1$), which denotes that their behaviour is not very trustworthy, and from the remaining subset, we selected the modules exhibiting the lowest variance, trying to uniformly cover the range of validation losses (blue dots in Fig. 7).

Finally, and for each Find module in the selected subset, we transferred the weights to the end-to-end model and we trained it jointly while keeping the pre-trained weights frozen. This allowed forming a plot where surrogate loss and final loss are put together (Fig. 8). Apart from some degree of noise, naturally expected from random batching and gradient descent, the plot shows a correlation between both measures, which supports our hypothesis and opens the door to using the surrogate gradient module not only for conducting module training, but also for module selection. The correlation found has a Pearson correlation coefficient of 0.9 with a $p$-value of $10^{-14}$.

5.4. Direct modular training

A modular training of the NMN can be done just by paying attention to the compositional dependencies (Section 3.1) and solving them as indicated by the guidelines provided. In this particular case, we find a variety of input and supervision dependencies, the QuestionEncoder being the easiest module to train and needing a surrogate gradient module for training the Find module. All dependencies found are described in Table 1.
Moreover, as we will train the network from scratch, Find must be trained before Describe and Measure. Note that this only occurs because there is no pretrained Find module beforehand and root modules have an input dependency on Find. Having to train all modules in a modular network is actually an extreme case, as it only serves as a bootstrapping step if there is no module library or a previous version of the network.

This sequential dependency is mitigated by the creation of a cached virtual dataset, storing resulting heat maps and attended vectors for each sample in the original VQA dataset, thus avoiding the execution of the Find module during the training of the modules Describe and Measure.

We have optimized batch size, learning rate, weight decay and dropout rate independently for each module and taken the best performing configuration in each case. The final assembly achieves a test accuracy of 54.49%, getting very close to the baseline (see Table 2).

As an additional benefit of modularity, we can inspect this result in detail, obtaining insight about each module’s performance and its susceptibility to hyperparameter configurations. In Fig. 9 we show the accuracy obtained at each evaluation for each module and also for the end-to-end version of the NMN. Note that the results for the Find module are those given by its surrogate gradient module and we can even see some of them at 0% accuracy, which correspond to configurations that did not surpass the minimum threshold we had set for predictive uncertainty.

Yes/no questions are assigned to Measure, which make a 35.81% of the data set, and the remaining 64.19% to Describe. This kind of information is very useful towards increasing the efficiency of the hyperparameter search – focusing the resources in more sensible modules – or for conducting an informative redesign of the network’s architecture. In this case, results would point to considering changes to the Describe module.

In Fig. 10 we show the total time invested for both modular training and the end-to-end baseline. We exclude the time for generating the virtual dataset because it is negligible — less than 5 min, once after module Find is ready. The extra time required for the worst scenario in modular training represents roughly a 10% of the time needed for the end-to-end baseline. It is therefore safe to say that modular training will almost always require less time than training end-to-end.

In this very particular case, where the entire model fits in memory and there is no pre-trained module at hand, it is probably better to go for an end-to-end training. On the other hand, having to fit only one module in GPU means two things: (1) it is possible to train the module with less expensive equipment and (2) the remaining memory can be used to increase module capacity or batch size. This factor has been left out in this section in order to keep it simple, but it will be exploited in the next section.

5.5. Adjusted modular training

While conducting modular training without making any changes to the network is possible, in order to obtain higher degrees of compositionality and reusability, we recommend designing proper modular interfaces and implementing neural data types (see Section 3.2). This procedure includes redesigning some modules in order to make them better reflect their desired behaviour and increase their utility.

Regarding this latter aspect, Andreas et al. (2016) justify the use of the QuestionEncoder pointing to the aggressive simplifications made by the parser and the intention to model syntactic and semantic regularities in the data. This implies that the QuestionEncoder is intended to learn some sort of common sense. However, they implement it as a mask over answers, while it could be implemented as a prior that is overruled by new evidence provided by other modules. Merging answers through geometric average may actually hurt generalization as it will block out any evidence that contradicts training data and introduces a strong gradient codependency. We thus have substituted the geometric average by the most common implementation of
a prior in neural networks: an additive bias. QuestionEncoder provides this way an actual prior for the other branch of the network to work on, delegating to other modules the gathering of evidence from visual data (see Fig. 11). This new way of merging the outputs reduces the gradient codependency, but still the prior given by the QuestionEncoder alters the target function of the other branch, so it must be trained foremost. We have also created an additional virtual dataset for caching these prior logits and using them as a bias term for Measure, Describe and Find’s surrogate gradient module.

Moving on to data types, the original implementation of the Find module relies on heatmaps or unnormalized attention, which are good enough for an end-to-end training but enter in conflict with the boundedness criteria introduced in Section 3.2. We have therefore substituted the ReLU activation function for a sigmoid, bounding so the value per pixel to the range $[0, 1]$ and giving soft masks as output instead of heat maps. This also enables the use of the minimum and maximum operations as alternative implementations of the AND and OR operators. These implementations preserve the data type of the input, thus avoiding extrapolation issues and favouring generalisation.

Additionally, in Section 5.4 we comment that modular optimization enables making use of the extra GPU memory in more trainable parameters or greater batch sizes. We have taken this opportunity to benefit from the combinatorial advantages of modular hyperparameter exploration. We explored batch sizes up to 4 times greater than in the end-to-end approach and also some other hyperparameters specific to certain modules: whether to use a bias in Find or not, softmax or weighted average as attention mechanism, different embedding sizes, number of hidden units and dropout rates for QuestionEncoder and Measure.

In Fig. 12 we show the accuracies on the validation set for every modular evaluation done during the hyperparameter search. The effect of using QuestionEncoder as a prior is clear, setting a floor for the surrogate gradient module’s accuracy, which adds 5.5% on top of it. Accuracies for Measure and Describe have also increased with respect to values in Fig. 9. This model achieves a 56.66% accuracy on the test set, which is 1.79 points higher than the end-to-end baseline (see Table 2).

### 5.6. Compositionality

With the aim of evaluating how neural data types help neural modules generalize and exhibit compositional behaviour, we conducted a series of experiments on the CLEVR data set, in which we trained the neural modules on functional programs with a maximum of five consecutive operations, in an end-to-end fashion, and then tested them on deeper programs. Being CLEVR a synthetic data set, it provides functional programs up to 22 operations in depth.

For conducting these experiments, we translated CLEVR functional programs to network layouts. We then let one implementation have interfaces with neural data types, while we leave the other use interfaces optimized for gradient flow and end-to-end training. Thus, both implementations share architecture and differs solely on the interfaces, as described in Table 3.

The first experiment focuses on layouts from the training set with depths greater than those seen during training (Fig. 13 left). As these layouts are part of the same set, input images and features are from the same distribution, thus isolating the effect of the composition. We can see how the implementation with neural data types systematically beats the one without them. The error increases drastically from depth 6 to depth 7 and there is a tendency to increase the error for deeper layouts, which is almost negligible if neural data types are implemented. As a reference, the dotted lines show the model’s error after having been trained on all program depths, which further evidences the benefit of neural data types.
Fig. 13. Compositionality experiments on train (left) and validation data (right). We only show layout depths unseen during training, for which a significant number of samples was available. In validation, a dashed line separates depths seen and not seen during training. For reference, we also show the error after training on all program depths.

The second experiment is run on validation data (Fig. 13 right), including also depths seen during training. Here we also see the systemic prevalence of the implementation with neural data types, even on layout depths seen during training. However, the error raises quicker than on training data. This leaves image features as the main source of generalization error. We must point out that VGG-16 features do not comply with our definition of neural data types.

One final experiment focuses on giving context to these results, comparing the previously shown modular network against a monolithic architecture that has achieved state-of-the-art results in the CLEVR task (FiLM, Perez et al., 2018). We train the FiLM network on instances corresponding to program depths not greater than five, and test it afterwards on different program depths from the validation set (see Fig. 14). Despite exhibiting much better performance on trained depths than the otherwise low-capacity modular network, FiLM suffers a performance drop which is significantly worse.

6. Discussion and future work

In this work we have proposed a series of principles and guidelines for conducting modular training and improving compositional behaviour of modular neural networks. We have presented

a formal framework for identifying and solving dependencies between modules in the network, enabling independent training and improving compositional behaviour and generalization. As far as we know, this is the first time that such an approach has been proposed.

We have tested our proposal on a case study based on the first implementation of NMN for the VQA v1 task, proving that independent modular training is possible and achieving accuracies that improve up to 3.28 points over the end-to-end baseline with greater robustness. We have also given insights into how modularity helps model analysis and redesign, improving robustness and resource utilization. One of our most relevant contributions is the surrogate gradient module, which makes it possible to train a module via indirect supervision (see Section 3.1) and model the output data type via a de facto specification.

We have concluded that neural data types help generalization and compositionality, pointing at non-typed interfaces as an important source of compositionality issues and identifying some of the existing neural network architectures that have leveraged them with broad success.

While working with surrogate gradient modules, we have detected some evidence that role implementations can present several degrees of fidelity, ranging from low-fidelity roles – which are a rough approximation of the target role and perform rather poorly at training the neural module – to high-fidelity roles – which perfectly reflect requirements and restrictions on the neural module’s output and result in an optimal training. We have also speculated about the use of synthetic gradients for this task. Christiano et al. (2017) and Jaderberg et al. (2017) provide evidence indicating that relatively simple neural networks are able to learn a loss function or its gradient. It would be of great interest to see if this kind of techniques could be leveraged for having high quality modular losses or gradients and thus making it possible to retrain modules without having to specify a surrogate gradient module.

We lay these foundations with the intention of bootstrapping modularity by design in the field of neural networks. There remains the application of the modular approach to new instances of modular networks, reusing components and building neural libraries on the way. We find specially interesting the building of modular intelligent systems for heterogeneous tasks and data, where modular and dynamic neural networks may be an excellent option. Future work should also focus on mixing neural modules with other modular software pieces and the training of neural policies to optimally combine them.
Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgements

This research did not receive any specific grant from funding agencies in the public, commercial, or not-for-profit sectors.

The authors deeply thank the reviewers for their valuable comments and suggestions.

References


D. Castillo-Bolado, C. Guerra-Artal and M. Hernández-Tejera Neural Networks 139 (2021) 294–304


